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Abstract g
o
In multi-party teleconferencing, the transport of sepasgteech e —
streams to a particular user and the subsequent spatiairiegd @ S
of the different streams enables a more efficient commuinitat g
A simple means of spatial presentation at client side is @hat S)_J

binaural rendering and headphone presentation. For dokdawa
compatibility, e.g. when the transport mechanism doesunmt s
port multiple parallel downlink streams, a system is pregbs
that combines an automatic speaker classification meghanis
with a spatial rendering of the segregated streams. The com-
bined system aims at a better separability of the speakars th
conventional systems. The paper details the two basic com-
ponents, namely automatic speaker classification, andit@ha
rendering. Based on a first evaluation of the approach, & proo
of concept is provided, and directions for further improesin

are discussed.

Index Terms: speech communication, audio systems, telecon-
ferencing, clustering methods, Gaussian distributions

1. Introduction

We consider a multi-party communication scenario, wheee th
communication between the participants is performed V& te
phone networks. Such a scenario is also known as teleconfer-
encing. Problems that may arise with standard telephorip-equ
ment are loss of intelligibility, comfort and task efficignoom-
pared to a natural multi-party communication. The probleimns
conventional teleconferences are mainly due to the losheof t
natural spatial auditory cues and the reduced bandwidth- Sp
tial sound reproduction can improve intelligibility due tioe
cocktail-party effect [1], can increase quality already da a
natural wideband sound reproduction [2] and was shown tb lea
to an increased speaker recognition efficiency for simetas
talkers [3]. Spatial reproduction of a conference call iszpito
transmit all voice streams of all participants to all locaini-

nals. However, in most traditional conference call systéms
streams are mixed together to one stream in the telephone net
work.

The basic idea of this paper is to apply an automatic speaker
change detection and clustering algorithm to segregate the
mixed voice signal into streams. The separated streambeme t
spatially distributed in a virtual auditory environmentdoy au-

dio rendering system in the local terminal, recreating tindi-a
tory spatial cues of a natural communication situationuFagl
illustrates the proposed system.

Two methods for spatial sound reproduction can principiadly
differentiated: (1) recreation of the wave field within a itied
listening area, and (2) recreation of the wave field at theris

ers ears. Methods of type (1) use loudspeakers for repriogict
methods according to (2) typically headphones. In this pape
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Figure 1. Multi-party communication scenario considered f
this paper.

we focus on the second approach which is also knownires!-

ral reproduction. However, the binaural rendering component
can be exchanged by almost any other spatial rendering tech-
nigue available.

The paper is organized as follows: Section 2 introduces the
speaker clustering algorithm used for voice stream setjogga
Sec. 3 presents the binaural sound reproduction system and
Sec. 4 gives first evaluation results for the proposed coabin
tion of the two approaches.

2. Speaker change detection and clustering

We use the algorithm proposed in [4] to detect the speaker
change points. Specifically, if we wish to find if there is
a speaker change point at timetwo neighboring windows

of relatively small size are considered (Figure 2). The con-
tents of these windows are feature vectors extracted fr@m th
speech signal. In this work, 13 mel frequency cepstral co-
efficients (MFCC) [5] are extracted every 10 ms and used as
feature vectors. In Figure 2, these sequences are denoted as
X = {z1,z2..2n, } andY = {y1,%2...yn, }, WhereN, and

N, are the numbers of feature vectors in these two windows,
respectively. Z represents the combination of these two se-
quences, withV, = N, + N, denoting the total number of
feature vectors. With this formulation of the problem, ass
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Figure 2: Two neighboring windowX andY around timet to
decide if there is a speaker change point or not.

change at time is found if
log p(X|0z) + log p(Y'|0y) > log p(Z]0-) , @

whered, and @, are parameters of single Gaussian densities
estimated fromX andY’, respectively.f, are parameters of a
Gaussian mixture model (GMM) with 2 Gaussian components,
estimated from the data-s&t

This search is performed for all time instants in the window
shown in Figure 2. If more than one point satisfies the cooliti
given by Eq.1, the point maximizing the difference betweden t
terms on the right and the left hand side of Eq.1 is considered
to be the speaker change point. If a change point is found in
the window, a new window is initiated starting from the chang
point. If no change point is found in the entire window, thewi
dow size is increased by appending a few more feature vectors
and this process is repeated.

saved in a buffer for this particular matching speaker.
The computational complexity of the proposed algorithrovadi
it to run in real-time.

3. Binaural sound reproduction

Binaural sound reproduction techniques aim at recreatieg t
wave field of a virtual acoustic scene at the entrances of the
listeners ears. If optimally performed, the listener widlie the
impression of residing in the desired acoustic scene. Thwhu
auditory system is essentially based on analyzing the &icous
cues created by the scattering performed by the upper batly an
the head, and the acoustic properties of the pinna [7]. These
cues depend mainly on the position of the listener in theiairt
scene and the orientation of the listeners head with regpect
his shoulders. However, due to inter-individual anatomniii&a
ferences there is also a considerable inter-individuahtian

of these cues.

A straightforward realization of binaural sound reprodgurttis

to place small probe microphones in the listeners ear camals
in an artificial (dummy) head, record the sound and reproduce
it via headphones. This approach is also knowdussmy-head
stereophony. However, this simple approach is not very flexible
since almost all degrees of freedom are fixed by the recording
setup.

More flexibility can be reached by using sets of impulse re-
sponses. For the following discussion, the reproductioonaf
virtual point source for a listener residing at one fixed tiosi

assign speaker labels to these speaker segments. Thispisce
commonly referred to as speaker clustering. The algoritbedu
here for speaker clustering is similar to the algorithm ps=a

in [6], however, modified to run in an online fashion.9f and

tured by the impulse responses corresponding to the acousti
transmission path from the virtual source position to thteh-
ers ears. If captured in a reverberant environment, these im
pulse responses are often referred tbiagural room impulse

S, are two speaker segments detected by the speaker change de-"ésponses (BRIR), if captured under free-field acoustic condi-

tection algorithm described above, they are compared &r-det
mine if they belong to the same speaker or not. To achieve this
we consider two GMMs with parametefs andé,,, estimated

tions, ashead-related impul ses responses (HRIR). Now, a flex-
ible reproduction of (synthetic) virtual scenes can be ecd
with a database of BRIRs captured for all desired listensi-po

over the two segments. The number of Gaussian components !ions and head orientations.

in these GMMs,M,, and M, are proportional to the length of

The binaural reproduction of a virtual source with headgson

these segments. In addition, another GMM with parameter set S Performed by convolving the source sigsal) with the ap-

0 is used to model the union of two segmeftsThe parameter
setf is trained using data from both the segments and number
of Gaussian components in this GMM/ is kept equal to the
sum of the numbers of Gaussian components in two individual
GMMs mentioned above, i.eM = M, + M,. With these
notations, two segments are considered to belong to differe
speakers if

log p(Sz|0z) + log p(Sy|6y) > log p(S10) . )

Eq.2 is basically similar to Eq.1. The important differernse
that the segments considered for clustering are generaihm
larger compared to the windows (as shown in Figure 2) consid-
ered for speaker change detection. As the size (number of fea
ture vectors) of the segments grows, more and more paraneter
are required to model the speaker characteristics. Therefo
Eq.2 is based on GMMs (with the number of components pro-
portional to the size of the segments) instead of single Sans
densities. Each new segment resulting from the speakegehan
detection process is compared with all previous segments-by
ing Eqg. 2. If no match for this segment is found, a new speaker

propriate BRIRs as follows

QL,R(t) = hL,R (XL7 @, 57 «a, 57 T, t) * S(t) ) (3)

wherex denotes the position of the listener,and§ the az-
imuth and elevation of the listeners head, 3 and r the az-
imuth, elevation and distance of the virtual source reativ

the listener’s head, anl r(-) the impulse responses from the
virtual source position to the left/right ear of the listenee-
spectively. The geometric parameters are illustrated in i

To select the appropriate BRIRs from the database requires i
formation about the head orientation of the listener. Wien t
orientation of the head or the virtual source position iscjeal,

the current BRIRs need to be replaced.

We implemented a real-time PC-based binaural sound repro-
duction system using the principles outlined above. Theesys

is based on a real-time convolution engine that is fed with th
appropriate BRIRs derived from a user-defined database. The
head-orientation is tracked by a commercially availabierda-

is hypothesized and a new speaker label is provided. The data tion tracking system. The virtual scene is controlled byapbr

for this new speaker is saved in a buffer. If a match from a pre-
vious speaker is found, then the union of the two data-Sess

ical user interface that is operated via a touch screen. dGoun
reproduction is done via high quality headphones.
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Figure 3: lllustration of the coordinate system used foahin
ral sound reproduction. Only the horizontal plane=¢ 0) is
shown.

4. Evaluation

In order to provide a proof of concept and to evaluate the sys-
tem implementation we carried out an instrumental verificat

of the speaker segmentation algorithm as well as a first avalu
tion with human test subjects.

We utilized the VeriDat database [8] to compile the test gem
The database is primarily intended to serve for speaketiiden
fication research in mobile networks. It contains speecimfao
large variety of female and male speakers. We used uttered Ge
man digits from this database to suppress contextual s@mant
cues in the speaker identification test. The Digit stringsnfr

various speakers were concatenated and long segments of si-

lences were removed. We compiled five test-sequences: One

ally segmented (“ideal”) voice streams. The latter one erv

as a reference. The speakers were arranged symmetrically
based on the order of their first occurrence, using the angles
a = {60°,—60°,0°,30°, —30°}, B8 = 0° relative to the lis-
tener (at a distance of = 2 m). With the three presentations
methods this results in 15 test sequende3{2-3+2-3). In or-

der to avoid effects due to inaccurate head-tracking, weeho
static presentation for the experiments, and the subjestts in-
structed not to turn their head. In order to process the tersis

for the spatial representation, the segmented voice stramre
convolved by BRIRs measured in a low-reverberant studs. It
early reflections support the localization [7] and lead tocaem
natural presentation than anechoic HRTFs. We used a AKG
K240 DF headphone for the experiments. 16 native German
subjects (7 female, 9 male) participated in the test. The tes
items were presented according tb5ax 12 diagram-balanced
square design [9]. The three 2-speaker items were presasted
training material in a randomized fashion at the beginnifg o
each listening session, yielding the targeted 15 presensat

The test subjects had to report the speakers and the speaker
change points via a graphical user interface operated ounch to
screen. After each test item the subjects had to give twaegjudg
ments using a slider: (1) “How did you perceive the audiooepr
duction?” and (2) “How complicated was the speaker assign-
ment task?”. The extreme points of the sliders where labaded
“pleasant”, “unpleasant” (1) and “difficult”, “easy” (2).He po-
sition of the slider was internally mapped to a variable ragg
from O to 100.

4.2.2. Results

The results of the subjective evaluation of the proposed sys
tem have been verified by an analysis of variance (ANOVA)
to prove the statistical significance of the (here used asl)ixe
factors “presentation mode” and "number of speakers”. Fig-
ure 4 shows the performance of the test subjects to detect the

test sequence with two speakers and two sequences for three speaker changes in terms of correctly detected, substifdee

and four speakers (40 s — 1 min duration). To emphasize the
downward-compatibility to traditional telephony, the ttee-
guences are sampled at 8 kHz.

4.1. Instrumental evaluation of speaker detection and clus-
tering

There are, in total, 48 speaker changes in the five test sample
Many of these changes occur within 2 seconds. The speaker
change point detection algorithm found all 48 of them cdtyec
while finding 12 false change points. The subsequent ciaster
algorithm discarded most of the false alarms. After clustgr
there are 46 change points found with 2 false change poihis. T
efficiency of the clustering algorithm is 88.20%, i.e. 88&0

of the speech frames were correctly associated to the speake
The majority of the clustering error comes from errors when t
found number of speakers is higher than the actual number of
speakers. The number of speakers found for the speech files
with 2, 3, 3, 4 and 4 speakers were 2, 3, 4, 5 and 5 respectively.

4.2. Auditory evaluation of proposed system
4.2.1. Test setup and procedure

tected speaker change but identified wrong speaker) antkdele
(missed) speaker changes for the different representatéth-

ods and number of speakers. Figure 4(a) shows that for the
three and four speaker case the spatial representatioideons
ably increases the ability of the subjects to correctly clettee
speaker changes. In both cases their performance is beakefor
ideal segmented spatial representation and worst for tioatth
representation. The performance of the subjects for the aut
matically segmented spatial representation is in betwleeset
Figure 4(b) and 4(c) show similar tendencies for the inearti
and deletion of speaker changes by the subjects. Figure 5 il-
lustrates the results of the task difficulty ratings giventbg
subjects. As in the case of the speaker change detection, the
ratings for the ideal segmented spatial representatiohest

and worst for the mono representation. The ratings for the au
tomatic segmented spatial representation are somewha-in b
tween these two representation methods. Figure 6 givegthe r
sults of the pleasantness ratings given by the subject, ey
performance of the automatic segmented spatial représenta
for the three and four speaker case performs worst, folldwed
the mono representation and the ideal segmented spatial rep
sentation. According to the comments given by the test stihje
the misclassifications of the automatic speaker clustdrang

The number of speakers as well as the representation method been perceived as very annoying, since they lead to changes i

were varied between the test items. The spatial presentatio
methods were (1) diotic (“mono”), and one binaural presenta
tion each with (2) automatically segmented (“auto”) and¢a)

perceived location during ongoing utterances. These ®m@
thought to be the cause for reduced speaker identification pe
formance in this case (“auto”).
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Figure 4: Performance of the test subjects to detect the&kspehanges. The bars denote the 95% confidence intervals.

5. Conclusions

100 ‘ ‘ ‘ The proposed system for the spatial representation of multi
EIJ O auto party teleconferences provides downward compatibilityrée

4’ O ideal ditional teleconference systems, where the voice stredhe o
8ot mono different participants are mixed in the telephone netwdrke
% results of the first instrumental and auditory evaluatioovpr

that spatial reproduction of multi-party communicatiorghity

i alleviates teleconferencing applications. However, #muits
also show that the automatic speaker clustering in the tecal

E]J + minal has to be improved in order to reduce the impact of lo-

601

cation changes of the spatially rendered speech signals. Fu

ture work will focus on improvements of the two components,
and on other evaluation paradigms more realistically axiing
conversations as in practical conferencing applications.
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