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ABSTRACT

Sound field synthesis techniques, like Wave Field Synthesis and near-field compensated higher order Am-
bisonics, aim at synthesizing a desired sound field within an extended area using an ensemble of individually
driven loudspeakers. Local sound field synthesis techniques achieve an increased accuracy within a restricted
local listening area at the cost of stronger artefacts outside. This paper proposes a novel approach to local
sound field synthesis that is based upon the scattering from a virtual object bounding the local listening
area and the time-reversal principle of acoustics. The physical foundations of the approach are introduced
and discussed. Numerical simulations of synthesized sound fields are presented, as well as a comparison to
other published methods.

1. INTRODUCTION

Sound field synthesis (SFS) techniques aim at the
synthesis of a sound field within an extended area
using an ensemble of individually driven loudspeak-
ers. It is generally assumed that an improved syn-
thesis in the physical sense results in favorable per-
ceptual properties, e.g. the improvement of the
sweet-spot limitation [1] known from stereophonic
approaches. Well established sound field synthe-
sis techniques are for instance Wave Field Synthesis
(WFS) [2, 3, 4], near-field compensated higher order

Ambisonics (NFC-HOA) [5, 6, 7] and the Spectral
Division Method (SDM) [8]. However, all off these
techniques suffer from limitations when practically
implemented. One major limitation is that the syn-
thesis accuracy is limited by the number of loud-
speakers employed in a particular setup. Currently
available setups used for WFS or NFC-HOA do not
allow the accurate synthesis for an extended area for
the full audio bandwidth of 20 kHz. Spatial sampling
artifacts arise typically above 1-2 kHz. Since the
underlying hearing mechanisms for synthetic sound
fields are not clear at the current state of knowledge,
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it is also not exactly known which level of physical
accuracy is required. For WFS it is for instance
known that these artifacts may lead to perceivable
coloration of the virtual source [9]. An increase in
synthesis accuracy for a given setup is desirable in
practical situations.

In the past, several local sound field synthesis tech-
niques (LSFS) have been proposed [10, 11, 12, 13,
14]. These techniques aim at an increased synthe-
sis accuracy within a smaller (local) area than using
the traditional approaches to sound field synthesis
with a given loudspeaker setup. The increase in ac-
curacy comes at the cost of stronger artifacts outside
of the local listening area. Such approaches are use-
ful when the listener positions are restricted to a
predefined region of interest.

This paper presents a novel approach to LSFS. It has
been noted that the problem of synthesizing a sound
field within an extended area using a distribution of
loudspeakers (interpreted as single layer potential)
can be interpreted as a scattering problem [15, 16].
The basic concept of the proposed approach is to
control the sound field at the boundary of the lo-
cal listening area such as when a scattering object
would be present there. It can be shown, based on
considerations of the according boundary conditions,
that the sound field impinging on a scattering object
is apparent inside the scattering object without any
disturbance. Instead of explicitly solving the un-
derlying physical problem in order to compute the
loudspeaker driving signals, the reciprocity principle
of the wave equation is exploited. We show that the
desired sound field evolves inside the virtual scatter-
ing object when a time-reversed copy of the sound
field scattered from the virtual object is synthesized
by a loudspeaker array.

The paper is organized as follows: In Section 2 tradi-
tional SFS techniques are briefly reviewed, Section 3
introduces the proposed approach, results are shown
in Section 4 and finally some conclusions are given
in Section 5.

2. SOUND FIELD SYNTHESIS

2.1. Problem Statement
Sound field synthesis techniques aim at the synthe-
sis of a desired sound field within an extended area
using an ensemble of individually driven loudspeak-
ers. Without loss of generality it is assumed that
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Fig. 1: Illustration of the geometry used to discuss
the physical foundations of sound field synthesis.

the desired sound field S(x, ω) can be represented
by a distribution of virtual sources located outside
of the desired listening area V . The physical back-
ground of SFS is discussed by replacing the ensemble
of loudspeakers by a spatially continuous distribu-
tion of secondary sources located on the boundary
of the listening area ∂V . This theoretical viewpoint
has the benefit that the spatial sampling can be in-
vestigated and discussed explicitly. The geometry
of the problem setup is illustrated in Figure 1. The
synthesized sound field P (x, ω) is given as

P (x, ω) =

∮

∂V

D(x0, ω) G(x − x0, ω) dA0 , (1)

were ω = 2πf denotes the radial frequency, D(x0, ω)
a frequency and position dependent weight of the
secondary source (driving signal), G(x − x0, ω) the
transfer function of the secondary source placed at
position x0 to the point x and dA0 stands for a sur-
face element for integration. A suitable model for
G(x−x0, ω) is the acoustic point source (monopole)
since it can be approximated reasonably well by
available loudspeakers.

The driving signal D(x0, ω) has to be chosen such
that the synthesized sound field P (x, ω) equals the
sound field of the virtual source S(x, ω) within the
listening area V . For this purpose, (1) has to be
solved with respect to the driving signal D(x0, ω)
for P (x, ω) = S(x, ω). The two most relevant tech-
niques to derive the driving signal are discussed
briefly in the following two subsections.
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2.2. Explicit Solution
Equation (1) constitutes an integral equation that
has to be solved with respect to the driving signal
D(x0, ω). According to operator theory [17, 18, 19],
the integral in (1) can be understood as a (compact)
Fredholm operator of zero index. The general so-
lution is given by expanding the operator and the
virtual sound field into a series of orthogonal basis
functions and comparison of coefficients. The driv-
ing signal is then given as [19]

D(x, ω) =

∞
∑

ν=0

S̃(ν, ω)

G̃(ν, ω)
ψν(x) , (2)

were ψν(x) denotes a set of orthogonal basis func-
tions, and S̃(ν, ω) and G̃(ν, ω) the projections of
the sound field of the virtual source and secondary
sources onto the basis functions, respectively.

It is known from operator theory that the solution
of (1) is not unique at the eigenfrequencies of the in-
terior homogeneous Dirichlet problem and might be
ill-conditioned in practice. In theory, suitable ba-
sis functions can be found for arbitrary simply con-
nected domains V with smooth boundaries. In the
literature, analytic basis functions and solutions are
only available for regular geometries like circles or
spheres. Here surface spherical harmonics provide a
suitable set of basis functions. The explicit solution
of (1) for circular and spherical secondary source dis-
tributions is the basis of NFC-HOA, and for linear
and planar distributions the basis of the SDM.

2.3. Implicit Solution
An implicit solution to the synthesis equation (1) is
given by interpreting the secondary source distribu-
tion as inhomogeneous boundary condition. The so-
lution of the wave equation with respect to inhomo-
geneous boundary conditions is given by the Kirch-
hoff integral equation [15]. This principle states that
SFS can be realized by a distribution of secondary
monopole and dipole sources placed on the boundary
∂V of the listening area V which are driven by the
directional gradient and the pressure of the sound
field of the virtual source S(x, ω), respectively. How-
ever, in practical implementations it is desirable to
avoid the dipole secondary sources. A reasonable
monopole only approximation of the Kirchhoff inte-
gral equation can be found by limiting the integra-
tion path and prescribing a convex secondary source

distribution. The driving function reads then [4]

D(x0, ω) = 2a(x0)
∂

∂n
S(x0, ω) , (3)

were ∂

∂n
denotes the directional gradient evaluated

at x0 and a(x0) a window function that selects the
active secondary sources. For simple virtual source
models, e. g. plane waves and point sources, a(x0)
can be given in closed form using the acoustic inten-
sity vector [20].

2.4. Three- and 2.5-dimensional Synthesis
From a physical point of view, the natural choice for
the characteristics of the secondary sources is given
by the according free-field Green’s function. If V is
a volume and ∂V the surface enclosing the volume,
the secondary sources should have the characteris-
tics of the three-dimensional free-field Green’s func-
tion. Hence, the secondary source should act like
an acoustic point source with monopole character-
istics. This scenario is termed as three-dimensional
synthesis. It has been shown that for a continu-
ous secondary source distribution, three-dimensional
synthesis can be realized without artifacts [7, 8].

However, due to technical constraints many practical
realizations of SFS systems aim only at the synthe-
sis in a plane using secondary sources placed on the
boundary ∂V of the (planar) listening area V . In
principle, this constitutes a two-dimensional prob-
lem and hence the two-dimensional free-field Green’s
function, which can be interpreted as the field pro-
duced by a line source positioned perpendicular to
the target plane [15], is an appropriate choice for
the secondary sources. Loudspeakers exhibiting the
properties of acoustic line sources are not practi-
cal. Using point sources as secondary sources for the
reproduction in a plane results in a dimensionality
mismatch, therefore such methods are often termed
as 2.5-dimensional synthesis. It is well known from
WFS, HOA and the SDM, that 2.5-dimensional re-
production techniques suffer from artifacts [3, 21, 8].
Most prominent are amplitude deviations between
the desired virtual source and the synthesized sound
field.

2.5. WFS and NFC-HOA
While NFC-HOA is based upon the explicit solu-
tion of the synthesis equation, WFS is based on an
approximated implicit solution, as outlined above.
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(a) NFC-HOA, fpw = 1 kHz
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(b) NFC-HOA, fpw = 4 kHz
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(c) WFS, fpw = 1 kHz
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(d) WFS, fpw = 4 kHz

Fig. 2: 2.5-dimensional synthesis of a monochromatic plane wave using NFC-HOA (top row) and WFS
(bottom row) using a circular distribution of secondary sources (N = 56, R = 1.5m, αpw = 270o). The
active secondary sources are filled.
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In order to briefly illustrate the properties of both
approaches a sample scenario is presented here.
An in-depth comparison can for instance be found
in [22, 23]. The synthesis of a monochromatic plane
wave using a circular array of N = 56 loudspeakers
is considered as sample scenario. Figures 2a and 2b
show the synthesized sound fields for NFC-HOA for
two different frequencies. For the lower frequency (1
kHz) no spatial sampling artifacts are present and
the desired plane wave is synthesized without major
artifacts. The amplitude decay of the synthesized
plane wave that can be observed is a consequence of
2.5-dimensional synthesis. However, for the higher
frequency (4 kHz) shown in Figure 2b sampling arti-
facts are clearly visible. However, in a circular region
in the center of the listening area almost no artifacts
can be observed. The radius of this area decreases
further with increasing frequency.

Figures 2c and 2d show the synthesized sound fields
for WFS. Some deviations from the desired plane
wave can be observed for the lower frequency (1
kHz). These are due to the approximations used in
WFS to derive the implicit solution. For the higher
frequency (4 kHz) sampling artifacts are clearly vis-
ible. In contrast to NFC-HOA shown in Figure 2b,
the sampling artifacts of WFS are spread over the
entire listening area.

3. LOCAL SOUND FIELD SYNTHESIS

3.1. Problem Statement
Traditional approaches to SFS, like WFS and NFC-
HOA, aim at the accurate synthesis throughout the
entire listening area V . Practical restrictions, espe-
cially the number of loudspeakers in current setups,
pose limitations with respect to the frequency range
the spatial structure of the desired sound field is pre-
served. This was illustrated in Figure 2.

In many situations an accurate synthesis in the en-
tire listening area is not required. The potential lis-
tener positions are often restricted in practical sit-
uations like for instance in a car or living room en-
vironment. The goal of LSFS is to increase the ac-
curacy within a limited (local) listening area, which
is embedded in the traditional listening area V , at
the cost of potential artifacts outside of the local
listening area. Hence listeners located in the local
listening area will benefit from the increased accu-
racy.

virtual
source

S(x, ω)

V

∂V

Vl

∂Vl

Fig. 3: Illustration of the geometry used to discuss
the problem statement of local sound field synthesis.

Figure 3 depicts the geometry. The secondary
sources are located on the border ∂V and should
be driven such to synthesize the sound field S(x, ω)
of the virtual source accurately within the local lis-
tening area Vl with the boundary ∂Vl.

Several approaches have already been published
which realize LSFS [10, 11, 12, 13, 14]. This paper
introduces an novel approach that is based on virtual
acoustic scattering and the principle of time-reversal
in acoustics. The following two subsections intro-
duce findings and theoretical foundations required
for the novel approach introduced in Section 3.4.

3.2. Simple Source Formulation and Equivalent
Scattering Problem
The simple source formulation, is based on con-
structing an acoustic scenario that results in a for-
mulation of the synthesis equation that is equal
to (4). However, it provides insights into the physi-
cal nature of the driving signal D(x, ω).

We briefly outline the procedure discussed in [15].
Two equivalent but spatially disjunct radiation
problems are constructed that are linked at the
boundary ∂V . Both problems, the interior and ex-
terior problem, are covered by the Kirchhoff integral
equation. It is assumed that the sound pressure in
the exterior region S−(x, ω) and in the interior re-
gion S+(x, ω) is continuous when approaching the
boundary ∂V from the exterior or the interior, hence
S+(x, ω) = S−(x, ω) for x ∈ ∂V . It is furthermore
assumed that the normal derivatives are not continu-
ous, hence ∂

∂n
S−(x0, ω) 6=

∂

∂n
S+(x0, ω) for x ∈ ∂V .

This discontinuity of the normal derivatives repre-
sents the secondary source distribution. The simple
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source formulation is then given as [15]

∮

∂V

(

∂

∂n
S−(x0, ω)−

∂

∂n
S+(x0, ω)

)

G(x−x0, ω)dS0

=











S+(x, ω) for x ∈ V

S+(x, ω) = S−(x, ω) for x ∈ ∂V

S−(x, ω) for x /∈ V ∪ ∂V

(4)

Comparison with (1) and having the problem state-
ment of SFS in mind reveals that (4) provides an
explicit expression for the driving signal D(x, ω).
However, computation of the driving signal requires
knowledge of the exterior sound field S−(x, ω). Con-
sidering the equivalent scattering problem provides
the required knowledge. In the following we will
briefly outline the theory introduced in [16].

The first step is to assume that ∂V represents the
boundary of a scattering object from which the
sound field of the virtual source is scattered. The
sum of the incidence field S(x, ω) and the scattered
field Ps(x, ω), the total field Pt(x, ω), is given as

Pt(x, ω) = S(x, ω) + Ps(x, ω) . (5)

Assuming homogeneous Dirichlet boundary condi-
tions (aka pressure release or sound-soft boundary)
on ∂V the total sound field vanishes Pt(x, ω) = 0 on
the boundary ∂V (x ∈ ∂V ). According to (5), the
scattered field Ps(x, ω) = −S(x, ω) on the boundary
∂V (x ∈ ∂V ). Since the acoustic pressure is assumed
to be continuous over the boundary ∂V and due to
the uniqueness of the exterior radiation problem [15]
we can conclude from (4) that S−(x, ω) = −Ps(x, ω)
in the exterior region (x /∈ V ∪ ∂V ).

The considerations above allow for the following con-
clusions: (i) the driving signal for the secondary
sources is given as the normal derivative of the to-
tal sound field and (ii) the sound field S−(x, ω) in
the exterior region (x /∈ V ∪ ∂V ) of a sound field
synthesis system equals the phase reversed field of
the virtual source’s sound field scattered at a vir-
tual sound-soft object with the border ∂V .

3.3. The Time-Reversal Cavity
The inhomogeneous wave equation for a spatio-
temporal Dirac shaped inhomogeneity is given
as [15]

∇2p(x, t)−
1

c2
∂2

∂t2
p(x, t) = δ(x − x

′)δ(t) , (6)

where c denotes the speed of sound. The solution
p(x, t) has to obey the initial and boundary con-
ditions. Irrespectively of these, the solution of the
wave equation (6) has the very interesting property
that if p(x, t) is a solution of the wave equation (6),
then p(x,−t) is also a solution. Since only second
order derivatives with respect to space and time oc-
cur in the lossless wave equation, its solutions are
invariant to a time-reversal. The major result of
time-reversal acoustics is that the optimal way to
focus acoustic waves on the initial source position
x
′ is a time-reversal of p(x, t) in the entire three-

dimensional space. However, this theoretical con-
cept cannot be applied in practice.

The concept of the time-reversal cavity [24] pro-
vides a practical solution by combining the principle
of time-reversal acoustics with the Kirchhoff inte-
gral equation. This way the time-reversal in three-
dimensional space is reduced to operations on a two-
dimensional surface. Acoustic focusing in a time-
reversal cavity consists of two steps: (i) recording
and (ii) reconstruction.

In the first step, the acoustic pressure generated by
the inhomogeneity at position x

′ and the directional
gradient of the acoustic pressure is recorded simul-
taneously on the surface x0 ∈ ∂V enclosing the in-
homogeneity. The inhomogeneity is removed for the
second step, were secondary monopole and dipole
sources are placed on the boundary ∂V . In the sec-
ond step, the monopole sources are fed by the time-
reversed directional gradient of the acoustic pressure
and the dipoles by the time-reversed acoustic pres-
sure recorded in the first step. To ensure causal-
ity a pre-delay should be introduced to the signals.
The physical background of the time-reversal cav-
ity and its properties have been discussed in [24],
various acoustic focusing applications are presented
e.g. in [25]. The time-reversal cavity does not only
work for Dirac shaped inhomogeneities, it can also
be applied to complex inhomogeneities.

The concept of the time-reversal cavity cannot be
applied straightforwardly to SFS. This has two rea-
sons: (i) for practical reasons we a seeking for a solu-
tion which requires only secondary monopole sources
and (ii) although the time-reversal process produces
optimal results with respect to focusing the acous-
tic energy, it cannot be applied straightforwardly to
sound field synthesis since no care is taken about the
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propagation direction of the traveling wave fronts.
It has been shown in the context of synthesizing fo-
cused sources in WFS, that both problems can be
overcome by a sensible selection of the active sec-
ondary sources [20, 26]. The technique can be under-
stood as a far-field/high-frequency approximation of
the Kirchhoff integral equation. A generalization of
this principle is used in this paper.

3.4. Concept of Novel Approach
Section 3.2 revealed that the exterior sound field of
a SFS system equals the phase reversed scattered
field of the virtual source. Having in mind that
the external radiation problem has a unique solu-
tion and considering the theory of the time-reversal
cavity outlined in the previous subsection, it can be
concluded that if we synthesize the scattered field at
the boundary of the local listening area the sound
field of the desired virtual source will be synthesized
within the local listening area. Amongst others, this
is a result of the simple source formulation (4).

As outlined in Section 3.2, the external sound field
can be interpreted to emerge from the scattering
of the virtual source at a sound soft scattering ob-
ject. Hence, the external sound field can be in-
terpreted to be the result of an inhomogeneity on
∂Vl. When the directional gradient of the sound
field is recorded, time-reversed and synthesized by
secondary monopole sources, the desired sound field
inside the virtual scattering object will result.

Combing the considerations given so far, the pro-
posed technique is composed of the following steps:

1. compute the directional gradient of the sound
field of the virtual source scattered by a virtual
object that encloses the local listening area ∂Vl,

2. time-reverse the computed sound field,

3. select the required secondary sources, and

4. emit the time-reversed sound field by the active
secondary sources.

As outline above, step 3 is required to control the
propagation direction of the synthesized wave fronts.
The following section derives driving functions for
the proposed approach to LSFS.

3.5. Spherical/Cylindrical Local Listening Area
The proposed approach requires to compute the di-
rectional gradient of the sound field of the virtual
source scattered by a virtual scattering object with
the shape of the local listening area ∂Vl. Analytic
solutions to this problem exist only for rather sim-
ple geometries of the scattering object [27]. For
other cases numerical methods like the finite element
method (FEM) or the boundary element method
(BEM) could be employed.

The following section derives the driving functions
for the synthesis of a virtual plane wave with a cylin-
drical and spherical local listening area. Due to its
height invariance, the cylindrical shape is the natu-
ral choice for two-dimensional scenarios and might
also be suitable for 2.5-dimensional scenarios. The
spherical shape is the natural choice for three di-
mensional synthesis and could also be assumed for
2.5-dimensional scenarios. The properties of both
models for 2.5-dimensional synthesis are compared
by the numerical simulations presented in Section 4.

For the discussion of the scattering at a cylinder
the use of a cylindrical coordinate system is con-
venient. The transformation between the Cartesian
and cylindrical coordinates is given as: x = r cosα,
y = r sinα, z = z. Without loss of generality we
assume that the listening area is located in the x-y-
plane such that z = 0. The sound field Pcyl,s(x, ω)
of a plane wave with incidence angle αpw scattered
by a sound-soft cylinder with radius a and infinite
length located in the center of the coordinate system
reads [28]

Pcyl,s(x, ω) =

−

∞
∑

n=−∞

in
Jn(

ω

c
a)

H
(2)
n (ω

c
a)
H(2)

n (
ω

c
r)ein(α−αpw) , (7)

where Jn(·) denotes the n-th order Bessel function

and H
(2)
n (·) the n-th order Hankel function of second

kind [29]. In practice, the infinite sum in (7) can be
approximated by a finite series. According to [30],
the number N of the secondary sources determines
the degrees of freedom the sound field can exhibit
within the local listening area. Hence, the sum can
be truncated atN ′ = ±(N−1)/2 forN being an odd
number. Figure 4a illustrates the sound field scat-
tered by a sound-soft cylinder for a monochromatic
plane wave as incident sound field.
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(a) Cylinder
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(b) Sphere

Fig. 4: Sound field scattered by a cylinder and a sphere with pressure release boundaries and radiusR = 0.3 m
for an incident monochromatic plane wave with frequency fpw = 1 kHz and incidence angles θpw = 270o,
φpw = 90o. The x-y-plane with z = 0 (β = π/2) is shown.

The scattering of a sphere is conveniently formu-
lated in spherical coordinates. The transformation
between the Cartesian and spherical coordinates is
given as: x = r cosα sinβ, y = r sinα cosβ and
z = r cosβ, where α and β denote the azimuth and
zenith angle, respectively. For 2.5-dimensional sce-
narios the listening area is assumed to be located in
the x-y-plane without loss of generality, hence β is
assumed to be β = π/2 . The scattered sound field
for a sound-soft sphere is given by [27]

Psph,s(x, ω) = −4π

∞
∑

n=0

n
∑

m=−n

in
jn(

ω

c
a)

h
(2)
n (ω

c
a)
h(2)n (

ω

c
r)Y m

n (βpw, αpw)
∗Y m

n (β, α) , (8)

where jn(·) denotes the n-th order spherical Bessel

function, h
(2)
n (·) the n-th order spherical Hankel

function of second kind, Y m
n (·) the spherical harmon-

ics of order n and degree m, βpw the zenith angle of
the incident plane wave and (·)∗ denotes the com-
plex conjugate of a quantity. Again the sum over n
can be truncated with reasonable error. The number
of elements required to provide computations with

a prescribed accuracy can be, in fact, evaluated rig-
orously. Several lemmas for bounds of the spherical
Hankel functions can be found in [27]. Here we just
require that N > ka and selection of N = lka, with
some l > 1 depending on the prescribed error pro-
vides accurate results.

For 2.5-dimensional synthesis βpw = π/2 and the
number of elements can be chosen equal to the case
of the cylindrical scatterer discussed before. Fig-
ure 4b illustrates the sound field scattered by a
spherical scatterer with pressure release boundaries.
Only slight differences can be observed in compari-
son with Figure 4a showing the results for the cylin-
der.

The desired driving function for LSFS can be de-
rived from equations (7) and (8) by computing the
directional gradient of the sound pressure at the
secondary source positions and applying the time-
reversal principle together with a sensible selection
of the secondary sources as

D(x0, ω) = a(x0)
∂

∂n
Ps(x0, ω)

∗ , (9)

where a(x0) denotes a window function realizing the
secondary source selection. Note the time reversal is
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realized in the frequency domain by taking the com-
plex conjugate of the sound field at the secondary
source positions. A pre-delay has to be included in a
practical realization in order to derive a causal driv-
ing function. The closed-form formulations of the
window function a(x0) derived in [20] for a focused
source showed to work well also here. An additional
spatial windowing (tapering) has furthermore pro-
vided good results in practice [3].

4. RESULTS

In the following, results from numerical evaluation
of the proposed approach are presented. For prac-
tical reasons the properties of 2.5-dimensional local
synthesis are discussed. Equation (9) has been eval-
uated numerically in MATLAB together with (1) in
order to calculate the synthesized sound field. A
point source model is used for the secondary sources.
The directional gradient ∂

∂n
Ps(x0, ω) of the scattered

field has been derived analytically from (7) and (8)
by calculating the gradient in cylindrical/spherical
coordinates, performing a coordinate transformation
to Cartesian coordinates and evaluating the scalar
product with respect to the normal vector n of the
respective secondary source at position x0.

In order to investigate the performance of the cylin-
drical and spherical model for the virtual scatterer,
the same geometry as in Section 2.5 (cf. Figure 2)
is chosen. A loudspeaker distribution with 56 loud-
speakers arranged on a circle with radius of R =
1.5 m. The local listening area has a radius of
a = 0.3 m and is positioned off-center by an offset
of −0.3 m on the y-axis. The size has been chosen
such to cover the size of a human head including
some reasonable head movement. Figure 5a shows
a global view of the synthesized sound field for a
cylinder as virtual scatterer, while Figure 5b shows
the same scenario for a sphere as scatterer. Both
models are suitable for synthesizing a plane wave
within the local listening area without major arti-
facts. Comparing both figures to figures 2b or 2d,
were the same situation is shown for traditionalWFS
and NFC-HOA, reveals that the proposed approach
is capable of increasing the accuracy within the lo-
cal listening area. To allow for a better comparison
of both models used for the virtual scatterer, fig-
ures 5c and 5d show a zoom into the local listening
area. Both models show very similar performance,
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Fig. 6: Magnitude frequency response of LSFS in the
center of the local listening area using a cylindrical
and spherical virtual scatterer.

the spherical model is slightly better with respect to
the spatial structure of the synthesized sound field.

It is well known from SFS that 2.5-dimensional syn-
thesis has to be equalized by a pre-equalization fil-
ter [31]. Therefore the frequency response of both
models used for the virtual scatterer is investigated.
Figure 6 shows the magnitude frequency response
in the center of the local listening area for a Dirac
shaped plane wave as desired virtual source. The
simulated scenario is the same as above (see Fig-
ure 5). It can be observed that both models do not
result in a flat frequency response. The frequency
response of the cylindrical scatterer exhibits two dif-
ferent slopes, a first one of approx. 6 dB/Octave and
a second one with approx 3 dB/Octave. The tran-
sition frequency between the two slopes is about 1.5
kHz. The magnitude response is overall more com-
plex for the spherical scatterer, however also here
two different slopes can be observed below and above
the same transition frequency. It can be concluded
that the frequency response when using the cylindri-
cal model as virtual scatterer can be compensated
more easily by a pre-equalization filter. Hence, at
the current state it seems to be preferable to use the
cylindrical model.

One benefit of the proposed technique to LSFS is
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Fig. 5: Synthesized sound field using the proposed approach to LSFS with a circular loudspeaker array
(N = 56, R = 1.5m, αpw = 270o, fpw = 4 kHz, a = 0.3 m). The left row shows the results when using a
cylindrical model for the scatterer, the right row a spherical model. A Hann window with a width of 30%
from both sides of the active loudspeakers has been used for tapering. The active loudspeakers are filled.
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Fig. 7: Synthesized sound field using the proposed approach to LSFS with a linear loudspeaker array (N = 40,
∆x = 0.15m, αpw = 90o, fpw = 4 kHz, a = 0.3 m).

that it can be applied to almost arbitrary secondary
source distributions. In order to illustrate this, a lin-
ear secondary source distribution is simulated. The
scenario consists of a linear arrangement of N = 40
loudspeakers with a spacing of ∆x = 0.15 m synthe-
sizing a monochromatic plane wave with incidence
angle αpw = 90o and frequency fpw = 4 kHz. The
aliasing frequency for this setup when driven by tra-
ditional WFS would be fal ≈ 1140 Hz [32]. Fig-
ure 7a shows a global view on the synthesized sound
field and Figure 7b a zoom into the local listening
area. Only minor artifacts can be observed within
the local listening area, although the frequency of
the synthesized plane wave is above the aliasing fre-
quency of the array when driven with traditional
WFS.

5. SUMMARY AND CONCLUSIONS

This paper presented a novel approach to local sound
field synthesis. It is based upon the time-reversal
principle and the use of a virtual acoustic scatterer
with the shape of the local listening area. The sound
field of the virtual source as scattered by the vir-
tual scattering object is calculated at the secondary
source positions, time-reversed and played back by
selected secondary sources. Numerical simulations

of the synthesized sound field proved that the accu-
racy in terms of the upper frequency limit, up to
which the synthesis is accurate, can be improved
by a factor of 2-4 compared to conventional (non-
local) synthesis for a restricted listening area cov-
ering approximately one person. For typical setups
this results in an upper frequency limit of 4-10 kHz.
However at the current state of knowledge it is not
exactly clear what the requirements in terms of accu-
racy are for a human listener. The results presented
in [9] indicate that the obtained accuracy could re-
sult in a higher perceptual quality that using tradi-
tional techniques.

The proposed approach allows for some interesting
insights into the physical mechanisms of local sound
field synthesis. The sound field between the local lis-
tening area and the secondary sources is given by the
time-reversed sound field of the virtual source scat-
tered by the local listening area. The sound fields
synthesized by two other approaches we have pub-
lished [10, 12] look quite similar to the results pre-
sented in this paper. Even so the derivation of the
driving functions and the approximations used for
each of the approaches are quite different. The the-
oretical background of SFS, as given in [16], shows
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that the physical solution to the LSFS problem is
unique. Hence when aiming at the physical synthe-
sis of a virtual source within a local listening area
these similarities between different approaches are
not surprising. In this context it also interesting
to compare Figures 5a or 5b to Figure 2b showing
NFC-HOA. On first sight the results look very sim-
ilar, however in the presented approach the location
of the local listening area can be chosen freely.

The derivation of the proposed approach, as pre-
sented in this paper, is based upon the simple source
approach and a virtual scatterer with pressure re-
lease boundaries. It is straightforward to extend the
presented theory to rigid boundary conditions by re-
formulating the simple source approach (4) in terms
of dipole secondary sources. Numerical simulations
using rigid boundary conditions show very similar
results as the ones presented in this paper. This
topic will be investigated in more detail in the fu-
ture.

The derivation of the driving function for 2.5-
dimensional LSFS for the spherical local listening
area is based on calculating the scattered sound field
in the x-y-plane by setting β = π/2. An alterna-
tive approach to derive the driving function in 2.5-
dimensional scenarios has been presented in [7]. Fur-
ther work includes the application of this scheme to
LSFS.

Although the synthesized sound fields in Figures 5
and 7 show a very promising performance, the pro-
posed approach has to be evaluated in terms of
broadband and perceptual properties. This will be
performed in the future by investigating the synthe-
sis of broadband virtual sources and listening exper-
iments.
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