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ABSTRACT

Several approaches to data-based binaural synthesis have been pub-
lished that process the sound field captured by a spherical micro-
phone array. The captured sound field is typically decomposed into
plane waves which are then auralized using head-related transfer
functions. The decomposition into plane waves is often based upon
modal beamforming techniques which represent the sound field with
respect to surface spherical harmonics. The achievable spatial band-
width is limited due to practical considerations. This paper investi-
gates the perceptual implications of these limitations in the context
of data-based binaural synthesis.

Index Terms— binaural synthesis, modal beamforming, binau-
ral room transfer functions, perception

1. INTRODUCTION

Head-related transfer functions (HRTFs) capture the acoustic trans-
mission path from an acoustic source to the outer ear. HRTFs vary
to some degree amongst individuals. Typically the case of free-field
propagation is referred to as HRTFs, while similar transfer functions
captured in a room are referred to as binaural room transfer func-
tions (BRTFs). Both are used for instance for the synthesis of virtual
sources in virtual auditory environments, by filtering the (dry) signal
of a virtual source with the respective left and right HRTF/BRTFs.
This approach to sound reproduction is termed as binaural reproduc-
tion or synthesis. Typically headphones are used to reproduce the
left and right ear signals.

Binaural synthesis using HRTF/BRTFs is limited to the auraliza-
tion of a finite number of individual virtual sources. For good results,
head-tracking and dynamic exchange of the HRTFs is mandatory.
Diffuse sound fields, for instance cafeteria noise, cannot be repre-
sented by transfer functions. Hence, a head-tracked auralization of
diffuse sound fields cannot be achieved straightforwardly by binau-
ral synthesis. The perceived quality is furthermore increased by us-
ing individualized HRTF/BRTFs. While the measurement effort for
individualized HRTFs is already quite high, similar measurements
for BRTFs have to be repeated for all acoustic environments to be
auralized. It would be desirable to separate the room effect from
the BRTFs, so that the room effect can be added to individualized
HRTFs. These limitations of BRTF-based binaural synthesis can be
overcome by combining techniques from sound field analysis with
HRTF-based binaural synthesis.

In this paper we follow the concept presented in [1, 2, 3]. Here
the sound field is captured by a spherical microphone array and de-
composed into plane waves. The plane waves are then filtered by
the respective (far-field) HRTFs. This approach can be used to either
synthesize diffuse sound fields or to compute BRTFs. For the for-
mer, the actual sound field has to be captured in real-time, while for

the latter impulse responses measured from the source to the micro-
phone array are suitable. By using individual HRTFs one can derive
individualized BRTFs. We focus here on the computation of BRTFs.

Practical implementations are limited with respect to the num-
ber of sampling positions of the spherical microphone array. As a
result, data-based binaural synthesis suffers from inaccuracies re-
sulting from the limited spatial bandwidth that can be captured. Re-
cently studies have been published with respect to the perceptual im-
pact of these limitations. For instance in [3] a HRTF dataset has been
represented in terms of spherical harmonics. The interaural time dif-
ferences (ITDs) and interaural level differences (ILDs) have been
investigated for a varying spatial bandwidth. In [2] data-based bin-
aural synthesis of a sound field represented by spherical harmonics
has been considered. Here the interaural cross correlation (ICC) has
been investigated. This paper extends the results from previous stud-
ies by considering spectral cues, as well as the influence of a varying
head orientation. Furthermore, a model of human perception is used
for the studies.

2. DATA-BASED BINAURAL SYNTHESIS

A propagating sound field P (x, ω) can be represented in terms of
a superposition of plane waves with spectra P̄ (φ, θ, ω) impinging
from all directions with incidence angles φ, θ as [4]

P (x, ω) =
1

4π

2π∫

0

π∫

0

P̄ (φ, θ, ω)e−ikx sin θ dθdφ , (1)

where x = (x, y, z) denotes a position in space, k the wave vector
of a plane wave with k = ω

c
(cosφ sin θ, sinφ sin θ, cos θ), φ its

azimuth and θ its colatitude. The horizontal plane is defined by θ =
π/2.

Far-field or plane wave HRTFs H̄L,R(φ, θ, γ, δ, ω) represent the
acoustic transmission path from a plane wave with incidence angle
φ, θ to the left and right ear under the head orientation γ, δ. In the
first approximation and under free-field conditions H̄L,R depend only
on the difference between the two angle pairs φ, θ and γ, δ. Far-
field HRTFs can be extrapolated from HRTFs measured at finite dis-
tance [5], but for most applications HRTFs with a distance greater
than one meter to the source are appropriate.

The sound pressure at the left/right ear PL,R(γ, δ, ω) for a given
head-orientation γ, δ can be computed by superposition of the re-
spective far-field HRTFs H̄L,R(φ, θ, γ, δ, ω) filtered by the plane
wave expansion coefficients P̄ (φ, θ, ω)
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Fig. 1. Block diagram of data-based binaural synthesis using a plane wave representation of the captured sound field.

PL,R(γ, δ, ω) =

2π∫

0

π∫

0

P̄ (φ, θ, ω)H̄L,R(φ, θ, γ, δ, ω) sin θ dθdφ .

(2)

The above concept to data-based binaural synthesis using an expan-
sion of the captured sound field with respect to plane waves has
a number of benefits: head-tracked dynamic binaural synthesis is
straightforward to achieve, numerous techniques are known to per-
form a plane wave decomposition with microphone arrays, it pro-
vides variable spatial resolution and horizontal-only synthesis can
be formulated by quite simple means.

Spherical microphone arrays exhibit properties which are inde-
pendent from the incidence direction of sound and are therefore pre-
ferred for the analysis of sound fields. The next section briefly dis-
cusses the basic theory of spherical microphone arrays and the re-
lated techniques to perform a plane wave decomposition.

3. SPHERICALMICROPHONE ARRAYS

Due to the underlying geometry it is natural to represent the sound
field captured on the surface of a sphere with respect to surface
spherical harmonics. Various techniques have been published for
acoustically transparent or rigid spheres equipped with pressure or
cardioid microphones [6, 1]. For clarity of presentation we discuss
the open sphere case only.

The spherical harmonics expansion coefficients P̆m

n (ω) can be
computed from the sound pressure P (x, ω) captured on an acousti-
cally transparent sphere with radius R as [6]

P̆m

n (ω) =
1

jn(
ω

c
R)

2π∫

0

π∫

0

P (x, ω)Y −m

n (β, α) sin β dβdα , (3)

where the Y m

n (·) denotes the n-th order surface spherical harmonic
ofm-th degree, jn(·) then-th order spherical Bessel function [4] and
x = R(cosα sin β, sinα sin β, cos β). The expansion of a sound
field in terms of plane waves (1) can be linked to the spherical har-
monics expansion coefficients as

P̄ (φ, θ, ω) =

∞∑
n=0

n∑
m=−n

inP̆m

n (ω)Y m

n (θ, φ) . (4)

Equation (3) together with (4) forms the basis to calculate the plane
wave expansion P̄ (φ, θ, ω) of a sound field captured by a spherical
microphone array. Figure 1 illustrates the principle of data-based
binaural synthesis as introduced so far.

In practice it is only possible to measure the pressure on a lim-
ited number of positions on the sphere. Therefore a spatially dis-
cretized version of (3) is used. It can be shown that spatial sampling
limits the order n ≤ N up to which the spherical harmonics coeffi-
cients P̆m

n (ω) can be computed without prominent spatial sampling
artifacts. However, the sound field of a plane wave is not strictly
bandlimited in its spherical harmonics representation. As a conse-
quence of (1), any natural sound field is not strictly bandlimited.
A reasonable approximation of a plane wave expressed in spherical
harmonics can be achieved within a region of radius R by choosing
N > � eπ

c
Rf�, where �·� denotes the ceiling function [7]. Regard-

ing the typical audio bandwidth of 20 kHz and the size of a typical
human head with R = 0.09m one would need to compute the ex-
pansion coefficients up to order N ≥ 45.

The acoustic pressure signals captured by microphones are sub-
ject to equipment noise. This leads to further limitations with respect
to the low frequency behavior of a spherical microphone array. In
order to derive the expansion coefficients at low frequencies differ-
ential mechanisms are exploited implicitly in (3). This leads to an
amplification of the equipment noise for high orders n. In order to
maintain a reasonable white-noise gain (WNG) the order is typically
limited for low frequencies in practical applications .

As a consequence of the considerations given so far, practical
microphone arrays are not capable to capture the required orderN ≥
45 over the full audio frequency range. This holds especially for the
lower frequencies. Since we are aiming at binaural synthesis for
human listeners the question arises which order is required to cope
for the capabilities of the human ear. In order to investigate on this,
we consider the effect of order-limitation without considering spatial
sampling and equipment noise.

The plane wave decomposition of an incident plane wave with
unit amplitude and incidence angle (φpw, θpw) impinging on an ideal
spatially continuous microphone array without sensor noise reads [6]

P̄ideal(φ, θ, ω) =
N∑

n=0

2n+ 1

4π
Pn(cosΘ) , (5)

where Pn(·) denotes the n-th Legendre polynomial and Θ the angle
between the incidence angle of the plane wave (φpw, θpw) and the
look direction of the plane wave decomposition (φ, θ). It is evident
from (5) that the ideal array response is frequency independent. It
can furthermore be concluded from [6] that the spatial selectivity of
the plane wave decomposition decreases with decreasing order N .
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Fig. 2. Deviation of the perceived direction of the computed BRTFs
from the original HRTFs for different orders N .

4. EVALUATION
4.1. Setup

We aim at investigating the influence of a limited spatial resolu-
tion on psychoacoustic relevant properties of data-based binaural
synthesis. For this purpose the signal processing chain depicted
in Fig. 1 was implemented in MATLAB. Due to the lack of full
sphere HRTF datasets with high resolution, we used a horizontal
plane HRTF database with one degree resolution [8]. Elevated plane
waves are not considered as incident sound field, neither in the plane
wave decomposition. Hence, the chosen setup constitutes a 2.5-
dimensional scenario.

A unit amplitude plane wave with φpw = 0◦, θpw = 90◦ is
chosen as incident sound field. In order to exclude effects emerg-
ing from spatial sampling, the plane wave decomposition P̄ (φ, θ, ω)
was computed analytically using (5). Instead of synthetic far-field
HRTFs, measured ones at 3m distance are used. We computed
BRTF datasets for γ = −180◦ . . . 180◦, δ = 90◦ and different
orders N in one degree steps in order to investigate the effect of
head-movements. Listening examples are available for informal lis-
tening 1.

The human auditory system has a remarkable performance in
estimating the localization of a sound source even in the presence of
diffuse background noise or in reverberant situations. This ability
is achieved by exploring different characteristics of the sound field
present at the two ears. Beside non acoustical cues like vision, or
the change of the sound field with head movements, spectral cues
and interaural differences between the ears are used by the auditory
system. Therefore it is important that the computed BRTFs preserve
these characteristics and deviate only in an inaudible range. The
next section deals with the interaural differences, spectral cues are
regarded in Section 4.3.

4.2. Directional perception

The two most important features for the estimation of the direction
of arrival of a sound in the horizontal plane are ITDs, and ILDs. To
investigate the influence of the order N on the perceived direction
for a sound convolved with the computed BRTFs, a binaural model
after [9] is applied. The binaural model simulates the behavior of
the two ears by applying a gammatone filterbank to the input signals

1http://audio.qu.tu-berlin.de/?p=778

of the left and right ear. In the frequency bands between 200Hz and
1300Hz the interaural phase difference (IPD) and the ILD are cal-
culated. The IPD is ambiguous for frequencies greater than 700Hz.
In addition the ILD has its maximum around 60◦ and is ambiguous
for higher angles. On the other hand the sign of the ILD can be eas-
ily used to overcome the ambiguity of the IPD and to calculate the
real ITD for a given stimulus. At the same time this mechanism ac-
counts for the dominance of the perceived direction by the ITD for
the considered frequency range [10].

In order to obtain an estimation of the azimuth for a calculated
ITD, a lookup table is required that maps calculated ITDs on cor-
responding azimuth angles. Such a table was created from the 3m
HRTF data set described in the Section 4.1 for azimuth angles γ =
−90◦ . . . 90◦ in one degree steps. The azimuth angles behind the
listener can not be differentiated from the frontal ones by using only
ITD or ILD values. Hence the angles coming from the back of the
dummy head were handled as if they were coming from the corre-
sponding angles in the frontal hemisphere. For the prediction of the
perceived direction for the computed BRTFs, each set of BRTF sig-
nals was convolved with the same white noise signal of 1 s length.
The resulting ear signals were then fed into the binaural model to-
gether with the lookup table to generate a prediction of the perceived
azimuth angle. This was conducted for various orders N and the
available azimuth angles (see section 4.1). The same procedure was
applied to the HRTF data set to obtain the desired perceived azimuth
direction. The deviation of the azimuthΔγ of the computed BRTFs
is characterized by the absolute difference between the estimated azi-
muth of the BRTF and the HRTF.

The result is presented in Fig. 2. As can be seen, Δγ depends
on the direction of incidence which is more pronounced for lower
orders N . The performance of direction discrimination of the hu-
man listener depends also on the direction of incidence of a sound
source. A common measure of this performance is the just notable
difference (JND) between two angles [11]. The JND is shown as the
grey line in Fig. 2. The JND for angles in the back of the listener
is normally larger than in the front, but as the binaural model was
not able to differentiate between front and back we used the same
JND for the back as in the frontal hemisphere. In [11], Mills was not
able to measure the JND for an incident angle of 90◦, because it was
greater than 40◦ which was the maximum deviation their apparatus
was possible of.

As can be seen, the deviation Δγ is almost imperceptible for
orders of N ≥ 10, for an order of N = 5 small deviations occur,
but for an order of N = 1 the performance degraded strongly for
certain angles. In this case the directivity pattern of the beamformer
(plane wave decomposition) is clearly visible in the results. The data
is summarized in Table 1 as mean and max values over the azimuth
angle.

Azimuth deviation
N mean max

0 42◦ 83◦

1 10◦ 28◦

3 5◦ 15◦

5 3◦ 14◦

10 2◦ 5◦

30 0.7◦ 2◦

50 0.4◦ 1◦

Table 1. Mean and maximum deviation of the estimated azimuth
angle for the computed BRTFs with respect to the order N .
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Fig. 3. Deviation of the magnitude of computed BRTFs from the
measured HRTFs for different orders N .

4.3. Distance perception and coloration

In addition to the perceived direction of a source, its localization
is determined by its perceived distance, which depends on the am-
plitude of the source and on the naturalness of the given BRTFs.
Changes of the spectrum or the interaural differences of the BRTF
can lead to in-head localization of the auditory event [12]. Whereby
Hartmann [12] found a stronger dependency on the spectrum than on
the interaural parameters. A quantitatively explanation of in-head lo-
calization is not possible at the moment and there exist results which
show no strong dependency on the spectrum [13]. Another percep-
tual dimension which is influenced by spectral changes is coloration.
The coloration of a stimuli in comparison to a baseline condition can
be audible, if changes in the spectrum exceeds 1 dB.

To investigate the influence of spectral changes on the order N ,
the deviation in loudness of a 1 s noise signal convolved with the left
ear computed BRTFs in comparison with the measured HRTFs was
computed. This was performed for all azimuth angles γ. To account
for the spectral resolution of the auditory system the spectrum was
calculated in auditory filters ranging from 100Hz to 20000Hz and
applying a loudness compression to the power of 0.54 to the sound
pressure [14]. The result is presented in Fig. 3. In contrast to the
perceived azimuth angle the deviations of the spectral content of the
computed BRTFs will be audible already at quite high orders.

This is confirmed by an informal listening by the authors. Dis-
tance and coloration of the perceived source can already be distin-
guished from that of the HRTF at an order of N ≤ 10. In-head
localization is slightly approaching for orders ofN ≤ 5.

5. CONCLUSIONS

This paper presents a detailed analysis of the perceptual properties
of data-based binaural synthesis. The influence of a limited spa-
tial bandwidth, as occurring in practical realizations of sound field
analysis, has been investigated independently of spatial sampling ar-
tifacts using a model of human auditory perception. This paper ex-
tends the results from previous studies [2, 3] by considering spectral
cues, as well as the influence of a varying head orientation. The re-
sults allow for a number of conclusions. The perceived direction can
be preserved until very low orders of around N = 5 which was con-
firmed by informal listening by the authors and the results presented

in [3]. But the informal listening confirmed also the fact that the
spectral changes are critical and will be perceived already at higher
orders. The spectral deviations resulted in a coloration of the sti-
muli as well as in a smaller perceived distance of the source and an
in-head localization for orders N ≤ 10.
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