Introduction

Typical applications of 2.5-dimensional wave field synthesis (WFS) [1] can be realized with a very efficient and straightforward signal processing chain. For high frequencies and large distances of the virtual primary source and the listener to the secondary source distribution (SSD) wave field synthesis can be considered as a spatially fullband delay-and-sum method. The driving function thus consists of a specific amplitude factor and a specific delay (i.e. a frequency dependent phase shift) per individual secondary source [1, eq. (27), (37)], [2, eq. (25)], [3, eq. (29)]) and a so called prefilter. The infinite SSD features -3 dB/octave low-pass characteristics in the farfield, cf. in fig. 1. The prefilter with the transfer function

\[ H_{\text{Pre}}(\omega) = \sqrt{\frac{\omega}{\text{\pi}}} e^{j \frac{\pi}{4}} \]  

has +3 dB/octave high-pass characteristics with a frequency independent phase shift of 45\(^\circ\) and is minimum-phase. It compensates the frequency response of the line source in 2.5-dimensional sound field synthesis. This is realized by filtering the prefilter spectrum with the virtual source spectrum. Note that the prefilter does not depend on an individual secondary source in this case which makes this computation step in WFS very efficient. In literature the prefilter is also referred to as a fractional order system or a half-derivative system [4]. Filter design realizations and methods for the ideal half-derivative are most notably published in the field of control engineering. In practical realizations the SSD is of finite length and is spatially sampled with the secondary source distance \( \Delta x \). This has consequences on the required characteristics of the prefilter. Due to the spatial sampling of the continuous SSD additional propagating spatial aliasing contributions may arise in the temporal frequency response at the receiver point. For the reproduction of a plane wave using an infinite, linear and discretized SSD the anti-aliasing condition with speed of sound \( c \) in m/s, plane wave radiation angle \( 0 \leq \theta_{\text{PW}} \leq \pi \) and the frequency \( f \) in Hz reads

\[ f < \frac{c}{\Delta x (1 + |\cos \theta_{\text{PW}}|)} \]  

[3, eq. (38)]. Note that the anti-aliasing condition changes when employing other virtual sources and SSDs of different finite length. In [2] it was shown that the temporal frequency response of the aliasing contribution can be averaged to about +3 dB/octave when considering a receiver point far away from the SSD.

Hence the customized prefilter must not amplify this energy further but rather leave the frequency range unaffected. Furthermore, due to the finite length of the SSD the frequency response smoothly flattens out for low frequencies. In fig. 1 the temporal frequency response for a finite and discretized SSD which synthesizes a plane wave with \( \theta_{\text{PW}} = \pi/2 \) is shown for a receiver point 20 m away from the middle axis of the SSD. In the uncompensated spectrum (\( \times \)) the additional aliasing energy contribution above 1.5 kHz and the low frequency deviation can be observed. The customized prefilter thus must feature shelving filter characteristics (\( \circ \)) and is able to compensate to an almost flat spectrum (\( \square \)). Note that a subwoofer coupling is straightforward when employing the shelving characteristics in the low frequencies.

IIR Filter Design

Most realizations of sound field synthesis implement the driving function as finite-impulse response filters (FIR, i.e. non-recursive system [5]), which then includes frequency dependent amplitude, phase and delay per individual secondary source. WFS however requires only a gain and delay per secondary source. The impulse response of the prefilter has to be convolved only once with the virtual source signal. The prefilter may be implemented as a FIR filter with the phase term \( \phi = -\omega \tau + \pi/4 \) for a chosen constant delay time \( \tau \) to realize a causal system. To further reduce the computational complexity the use of recursive filters (usually referred to as infinite impulse response (IIR) [5]) of very low
order will be proposed here. In a different approach an IIR filter design for WFS was introduced in [6] for the prefilter and the fractional delay following [4]. It was shown that 5th and 6th order IIR filters match the desired amplitude response of the ideal prefilter reasonably well for the given simulations. However, the design methods [4, 6] for the ideal half-derivative are not feasible for the shelving prefilter characteristic proposed here. A straightforward customization of the shelving prefilter with very few degrees of freedom is required as the frequency response heavily depends on application specific parameters, such as the employed virtual source and the SSD. The filter design is performed in the frequency domain. The filter is parameterized with the two shelving frequencies $f_{\text{Low}}$ and $f_{\text{Aliasing}}$ at which the transition from the ideal $+3$ dB/octave slope towards the specific flat curve segments should occur. The discontinuity between adjacent curve segments is then smoothed in order to make the following optimization problem more robust. Therefore, a frequency range

in terms of typical audio filter bandwidth is defined for each of the two frequencies, cf. fig. 2. Between the three points $P(\log_{10}(f_{1,2,3}), A_{1,2,3} \text{ in dB})$ at which either $f_{2} = f_{\text{Low}}$ or $f_{3} = f_{\text{Aliasing}}$, a smooth amplitude response is realized with the Lagrange interpolation ([3.3 [7]) for curve values $[\log_{10}(f), A_{\text{in dB}}]$. The remaining unknown amplitude quantity $A_{2}$ in dB results from demanding a perfect smooth transition between adjacent curve segments (i.e. the flat or the $+3$ dB/octave slope must concatenate with the Lagrange polynomial exactly). To achieve that the first derivative of the 2nd order Lagrange polynomial has to be evaluated and matched. Fig. 2 exemplarily shows the shelving prefilter with Lagrange interpolation using different bandwidths for the frequencies $f_{\text{Low}}=100$ Hz (□) and $f_{\text{Aliasing}}=2$ kHz (○) with different bandwidths. The markers belong to interpolation points for the transition bandwidth of four octaves. The dB-values state the specific offset of the middle interpolation point $P(f_{2}, A_{2})$ regarding the ideal $+3$ dB/oct. slope.

it appears valid and straightforward to require also minimum-phase characteristics for the shelving prefilters. The compensation of the phase for frequencies above the spatial aliasing frequency is not required due to the indeterminate phase. Furthermore, it may not be a feasible approach to correct the phase response perfectly in the low frequencies since this would require very high order and potentially unstable IIR filters as the minimum-phase characteristics should then converge to a more complex phase behavior. The Matlab optimization algorithm iirlpnorm [5] with default parameterization was used to design minimum-phase IIR filters based on the predefined amplitude frequency response (e.g. fig. 2) with 1 Hz resolution and the sampling frequency $f_{s}=48$ kHz.

### Filter Design Examples

Some examples are given within this section to present the performance of the proposed design method. At first, consider the frequencies $f_{\text{Low}}=8$ Hz and $f_{\text{Aliasing}}=32$ kHz for which a two octaves Lagrange interpolation bandwidth is applied. The frequencies were chosen in order to create an almost ideal $+3$ dB/octave slope within the audio frequency range for a quasi-continuous and infinite SSD. In fig. 3 and 4 the amplitude frequency response and phase frequency response, respectively is shown for different IIR filter orders. Furthermore, the
IIR filter proposed in [6] is plotted for comparison. As can be seen in the figures the IIR filters of 6th and 8th order match the amplitude response very well combined with a phase response which is approaching the desired +45° phase shift for a very wide frequency range. Due to the flat frequency response at the lower and upper frequencies the minimum-phase characteristics forces the phase to 0°. The 1st to 4th order IIR filters do not match the required target frequency response very well. When comparing the 6th order filter from [6] the conclusion may be permissible that the filter design method proposed here is superior in terms of better matched amplitude and phase. Another example is presented in fig. 5, 6 for the frequencies \(f_{\text{Low}}=80\) Hz and \(f_{\text{Aliasing}}=4\) kHz. The 1st and 2nd as well as the 4th, 6th and 8th order IIRs show comparable performance which means that for the higher order versions additional poles and zeros are redundant for the desired filter characteristics. Hence a 4th order IIR filter would perfectly match the amplitude response whereas the phase approaches a constant-like shift about 37° for the mid frequencies. It is worth to note that the range and the absolute value of the constant-like phase shift has been decreased in comparison to the first example due to a more narrow frequency range at which the +3 dB/octave slope is applied. The 1st and 2nd order IIR filters do not match the target amplitude very well while approaching the exact 45° phase only for very few frequencies. A third example can be considered as a very special case. Consider the frequencies \(f_{\text{Low}}=125\) Hz and \(f_{\text{Aliasing}}=2\) kHz which could be typical for a real world WFS array. When choosing a bandwidth of two octaves the frequency ranges at which the individual Lagrange interpolation is applied are directly concatenated at \(f=500\) Hz. Hence, the amplitude response of the shelving filter becomes point symmetric. In fig. 7 and 8 it can easily be seen that for this example even a 1st order minimum-phase IIR filter provides a well matched target amplitude. Interestingly, a highshelf filter of 1st order with the Laplace transfer function

\[
H_{\text{Shelve,1st order}}(s) = g_2 \frac{\sqrt{g_1} \sqrt{s+1}}{\sqrt{g_1} s+1}
\]

and \(\omega_c = 2\pi \cdot 500\) rad/s, \(g_1 = 4\) and \(g_2 = 0.5\) can be used for this prefilter characteristic.

A simulation of the soundfield synthesis was performed in Matlab in order to emphasize the usage of the correct phase of the prefilter from a technical point of view. A quasi-infinite and quasi-continuous SSD is considered for the numerical simulation, hence no windowing and aliasing artifacts occur in the results. The driving function [2, eq. (25)] is used to synthesize a primary spherical wavefield with the superposition of two frequencies \(f_l=343\) Hz and \(f_h=686\) Hz (i.e. \(\lambda_l=1\) m, \(\lambda_h=0.5\) m). The primary source is located 10 m behind the SSD and the listener reference line 10 m in front of
the SSD. The SSD is located on the x-axis, the target reproduction plane holds for \( y > 0 \). Three different
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**Figure 9:** Left: soundfield synthesized with ideal prefilter phase; right: soundfield difference to ideal prefilter phase.

cases were investigated. Fig. 9 shows the usage of the ideal prefilter \( \sqrt{\omega} \), fig. 10 represents the soundfield employing the 4\(^{th}\) order minimum-phase IIR filter from fig. 7 and 8. Fig. 11 results from employing a linear-phase prefilter \( |\sqrt{\omega}| e^{-j\omega\tau} \) with chosen \( \tau = 8.3 \text{ ms} \). All plots show equally normalized pressure soundfields. A delay was introduced to all prefilters. The delay was individually adapted so that exactly the same results will be obtained in all three cases when synthesizing the soundfield only for the lower frequency \( f_1 \). Thus, the
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**Figure 10:** Left: soundfield synthesized with minimum-phase prefilter; right: soundfield difference to ideal prefilter phase.

synthesized soundfields for the superposition of the two frequencies \( f_1 \) and \( f_2 \) reveal the different phase behavior of the prefilters. The ideal prefilter is used for fig. 9, and thus the two frequencies will be correctly shifted in phase by 45\(^\circ\). The minimum-phase prefilter applies a phase shift of about 35\(^\circ\) to both simulated frequencies, which results in some difference in fig. 10 compared to the ideal prefilter. For the linear-phase implementation the difference of the wavefields is large for the parameters chosen here. This is due to the fact that the linear-phase filter does not apply a constant phase-shift but rather a constant group-delay. The simulation shows that a linear-phase prefilter may not be the optimum choice.

**Conclusion**

For the prefilter required in soundfield synthesis a straightforward IIR filter design method with few degrees of freedom was proposed. The filter is designed in the frequency domain, thus other driving functions known from literature could also be adapted to the occurring shelving characteristics. The filter can be customized in a simple way to different requirements and compensates for the non-ideal frequency response of a spatially sampled and finite length secondary source distribution. The resulting minimum-phase IIR filters match the amplitude response perfectly and the desired phase reasonably well in the interesting mid-frequency range. Depending on the specific application 1\(^{st}\) to 8\(^{th}\) order IIR filters are suitable which will reduce the computational complexity of the signal processing chain. The prefilter design method will become part of the sound field synthesis toolbox [8].
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