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Abstract. Distributed video coding (DVC) is an important topic for
emerging applications, for example visual sensor networks and mobile
video streaming. However, the major handicap applying DVC for real
world applications is still the mandatory feedback channel. In previous
approaches, the rate allocation algorithm was relying on feedback channel
data. Commonly bit plane by bit plane decoding is done in a turbo
code-based Slepian-Wolf decoder. In this paper inter bit plane decoding
replaces the conventional method. The proposed inter bit plane decoding
facilitates the rate control, whereas only the sum data rate has to be
estimated/requested but not the data rate for each bit plane. This is
one step forward to distributed video coding systems free of feedback
channels.

1 Introduction

Distributed video coding (DVC) gained much interest in recent years. There is
great potential for important application fields, such as low complexity encoders
for mobile video streaming, multi-view video coding in visual sensor networks
and error robust video transmission. This paper is focused on the low power
scenario, although the presented algorithm is not bound to it.

The key idea of distributed video coding is the disjoint encoding and joint
decoding of video sources. For example, disjoined encoding is performed for the
frames of a video sequence whereas the decoding is done jointly, by exploiting
the temporal correlation. This is the basic principle of a low complexity encoder.
The computational expensive motion estimation is shifted from the encoder to
the decoder. The principle of separate encoding is applied for example on frame
level, on camera level (multi-view coding) or on pixel level.

The“intelligent” component of this encoder/decoder structure is the decoder.
Because it holds most of the tools for data compression and control. It is the
contrary interpretation as for a conventional video coding system (e.g. Mpeg2,
Mpeg4, H.264/AVC). In a conventional encoder/decoder structure the encoder
is the “intelligent” component, which controls the decoder.
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Typically, the“intelligent” component controls the encoder/decoder system.
This leads to a problem for the distributed video coding, because the decoder
(as the “intelligent” component) needs to control the encoder. For this reason, a
feedback channel from decoder to encoder is used. A bidirectional communication
between the encoder and decoder is therefore mandatory.

Up to now, the major handicap for distributed video coding is the mandatory
bidirectional communication, to become applicable in many real world scenar-
ios with unidirectional communication. (e.g. video storage, unidirectional video
streaming). The efficient storage of a DVC bit stream and subsequent decoding
is not possible by now, due to the unavailable feedback channel.

In the next section, a brief description of the related work on distributed video
coding is given, as well as a detailed description of the Slepian-Wolf decoding.
The new algorithm is presented in section 3, which helps to avoid the feedback
channel and makes the distributed video coding scheme more practical. The
proposed decoding scheme is called ”Flexible Slepian-Wolf Decoding”, because
it gives the decoder the opportunity to use the data received from the encoder
in a more flexible way. The simulation results are presented in section 4 and the
conclusions are given at the end of this paper (section 5).

2 Distributed Video Coding - Related Work

A distributed video coding system is based on the theories of D. Slepian, J. Wolf [1]
and A. D. Wyner, J. Ziv [2], describing lossless and lossy distributed source coding.

2.1 Low Complexity Wyner-Ziv CoDec

One major benefit of distributed video coding is the possibility to design low
complexity encoders by a disjoint encoding and joint decoding of the frames of
a video sequence. Hence, the complex motion estimation is not needed on the
encoder side, as in conventional video coding. Therefore, the decoder exploit the
temporal correlation by motion estimation.

The basic structure of a common distributed video coding system with low
encoder complexity ([3], [4]) is shown in figure 1. The input video sequence
is split up into two types of frames. One type of frame called key frame (K) is
encoded by a conventional intra encoder (H.264intra, JPEG2000). Every second
frame is typically encoded as a key frame. The other frames are encoded as
Wyner-Ziv frames (X) by distributed video coding techniques. A Wyner-Ziv
frame is encoded separately (without the knowledge of other frames), whereas
the decoding is done jointly with knowledge of the neighboring key and Wyner-
Ziv frames. The key frames are temporally interpolated to calculate the side
information (Y ). The side information is a lossy version of the original Wyner-
Ziv frame (X). The decoded key frames (K̂) and Wyner-Ziv frames (X̂) are
finally combined to form the reconstructed video sequence (fig. 1).

As mentioned, the side information is a lossy (corrupted) version of the orig-
inal Wyner-Ziv frame. Thus, the side information needs to be corrected to get
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Fig. 1. DVC CoDec scheme with low encoder complexity

the original frame. Which is commonly obtained using channel coding techniques
(e.g. [5], [6]). Typically, the Wyner-Ziv encoder generates some parity bits by
a channel encoder ( convolution code, LDPC - Low Density Parity Check ) and
transmits them to the decoder. The decoder itself decodes the Wyner-Ziv frames
by correcting the side information with the help of the parity bits. The required
number of parity bits highly depends on the correlation between the side infor-
mation and the original Wyner-Ziv frame. For that reason, the decoder must
request more and more bits until successful decoding. This method is called de-
coder rate control. It needs a feedback channel for operation. On the other hand,
the encoder can also estimate the necessary data rate and send a fixed number
of parity bits (encoder rate control scheme, [7]). Therefore, no feedback channel
is needed, but it is not guaranteed that decoding will be successful.

2.2 Slepian-Wolf Encoding and Decoding

A key component of the Wyner-Ziv encoder/decoder is the Slepian-Wolf (SW)
encoder/decoder. It is responsible for lossless distributed source coding. The
lossy source coding is achieved by introducing a quantizer on the encoder side
and a reconstruction on the decoder side. The Wyner-Ziv encoder and decoder
as well as the Slepian-Wolf CoDec are shown in figure 2.

A more detailed description of the Wyner-Ziv pixel domain encoder/decoder
and the purpose of the SW CoDec is provided in this section. At first, each pixel
xi of the frame X is quantized and consequently transformed to a quantizer
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symbol qi. Each quantizer symbol is split up into its bit planes (q(1)
i - most

significant bit (MSB), q
(M)
i - least significant bit (LSB)). Whereas each bit plane

is fed to a separate Slepian-Wolf (SW) encoder, which generates some parity bits
and sends them on request. The bit plane extraction is necessary for coding, due
to the fact, that the Slepian-Wolf encoder/decoder is implemented using binary
channel codes. For example, turbo codes or LDPC codes are used for Slepian-
Wolf coding.

The decoding process is more complex. At first, bit plane 1 is decoded. The side
information (Y ) and some parity bits are used for decoding. If the decoding is not
successful, the decoder requests more bits until it is able to successfully decode
the bit plane. In the next step bit plane 2 is decoded in the same way. But the
already decoded bit plane is used to improve the decoding performance. Thus,
all bit planes are decoded in a sequential way. It is called bit plane by bit plane
decoding. Typically, it starts with the MSB and ends with the LSB, but it’s not
fixed to this order. An inverse bit plane order decoding is proposed in [8].

After successful decoding of all bit planes, the bit planes q̂
(b)
i are combined to

form the decoded quantization symbol q̂i. The reconstructed frame X̂ is calcu-
lated based on the quantizer symbols q̂ and the side information Y .

The decoder has to request more and more parity bits until successful decod-
ing, which is a problem in this scheme. The requests need to be done for every
bit plane in a decoder rate control scheme. On the other hand, the encoder must
estimate the data rate for each bit plane b accurately (R(b)) rather than only
the sum data rate (Rsum = R(1) +R(2) + . . .) in an encoder rate control scheme.
Each bit planes has a fixed data rate as shown in figure 3(a).

The aim of the proposed flexible decoding is a non-fixed data rate for each
bit plane, which would greatly facilitate the encoder and decoder rate control.

3 Proposed Inter Bit Plane Decoding

This section points out the proposed inter bit plane decoding algorithm. Further-
more, a model for the quantizer operation, the correlation noise and LLR value
calculation are given, which are necessary for flexible inter bit plane decoding.

The aim of the inter bit plane decoding algorithm proposed in this paper
is to facilitate the rate control. As mentioned in the related work section, two
kinds of rate control schemes are available. A decoder rate control, which needs a
feedback channel and an encoder rate control which estimates the necessary data
rate at the encoder. In the second case, the rate control has to estimate the data
rate for each bit plane accurately, if a bit plane by bit plane decoding scheme
is used. Hence, the potential benefit of our inter bit plane decoding is that the
encoder rate control has only to estimate the sum data rate. The exact data rate
for each bit plane has not to be estimated because the inter bit plane decoding
can exchange information between the bit planes. The only constraint is that the
data rate for each bit plane is within a specific range, as shown in figure 3(b).
The data rate for the first bit plane R(1) can vary between a minimum R

(1)
min
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and maximum data rate R
(1)
max, whereas the sum data rate Rsum must remain

constant. The minimum data rate for the MSB R
(1)
min and the maximum data

rate for the MSB R
(1)
max are given by the bit plane by bit plane decoding. On the

one hand, if the MSB is decoded at first than the data rate is at its maximum.
On the other hand if the MSB is decoded at last the data rate will be minimum.

The proposed inter bit plane decoding algorithm performs joint decoding of all
bit planes. At first, the soft information (LLR value, Lc(q̂

(b)
i )) for every bit plane

of the quantization symbol is calculated using the correlation noise model and
side information, but independent of the other bit planes. The decoder requests
some parity bits from the encoder and performs turbo decoding for every bit
plane. The first decoding iteration is typically not successful, because of the
not yet performed information exchange. For this reason the soft information
is exchanged between the bit planes to reduce the bit rate required for each
bit plane. The process of soft information exchange is described below in more
detail. Now, turbo decoding and soft information exchange is done again until
successful decoding or stopped after 10 iterations. If the decoding is successful
the decoder starts over with the reconstruction process. If the decoding was not
successful the decoder requests more data from the encoder in a decoder rate
control scheme. Inter bit plane decoding is started again with increased amount
of data. The decoding fails in case of a encoder rate control scheme, because
there is no chance to request more data.

3.1 LLR Calculation and Modeling

The calculation of the soft information (LLR generation, fig. 5) is the key com-
ponent of our inter bit plane SW decoder. For this reason we present a detailed
description of the LLR calculation below.

At the encoder the values of X are scaled to the range 0 . . . 1 and quantized
before Slepian-Wolf coding. This operation is described by the following formula,

qi =
⌊
xi · 2M

⌋
= Q(xi) (1)

where xi is a scaled value of Xi (pixel of input frame), M is the quantization
parameter and Q is the quantization operation.
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The Slepian-Wolf decoder uses the received parity bits to correct the side
information Y . The turbo decoder needs the LLR value Lc(q̂

(b)
i ) for every bit

plane b of a quantization symbol q̂i, therefore it is calculated beforehand (eq. 2).

Lc(q̂
(b)
i ) = ln

p(yi|q(b)
i = 0, q̂

(k)
i )

p(yi|q(b)
i = 1, q̂

(k)
i )

∀k, k ∈ [1 . . . M ], k �= b (2)

The conditional pdf p(yi|q(b)
i = 0, q̂

(k)
i ) (probability density function) is needed

to calculate the LLR value. For this reason a statistical description of the de-
pendency between qi and yi is needed. The known relation between the original
frame X , the side information Y and the quantizer symbol q is shown in figure
4(a). The side information Y is a noisy version of X and the quantization symbol
q the quantised version of X . This setup is transformed into the one shown in
figure 4(b) to calculate the dependence between q and Y . The quantizer Q is
replaced by its inverse process (grey highlighted).

The quantizer noise NQ is modeled as equal distribution pq(nqi) (eq. 3) be-
cause it is assumed that the original values Xi are equal distributed, too. Further-
more, the correlation noise pN (ni) is modeled as Laplacian distributed (eq. 4).

pq(nqi) =
{ 1

Δ : |nqi| < Δ
2

0 : else
(3)

pN (ni) =
1
2
λe−λ|ni| (4)

A mathematical description of the reconstruction process ( R’ - inverse quan-
tizer model) is given in equation 5 ( rescaling is not included ). The quantization
step size is given by Δ = 2−M . The reconstruction is split up for every bit plane
of q in equation 6.

This process can be also described statistically. The corresponding probability
density function (pdf) is given in equation 7 and is split up into one pdf for every
bit plane b of qi (see eq. 8), where δ(x) is the delta function. The pdf pR(x̂i|qi)
characterizes the reconstruction of qi and is calculated by convolution of all pdfs
for each bit plane (eq. 9). This is possible due to the fact that the reconstruction of
qi is split up into a sum of separate reconstruction for each bit plane (q(b)

i , eq. 6).
Furthermore, equation 10 (adaption of eq. 8) allows inter bit plane decoding. It

takes the probabilities for the bit plane b into account which are calculated from
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the LLR output values. This allows transfer of information between the decoders
of each bit plane. The information transfer is possible before the plane is fully
decoded, because the probability for a bit plane q

(b)
i is sufficient to calculate the

LLR value for the other bit planes.

x̂i = qi · 2−M +
Δ

2
(5)

x̂i = q
(1)
i · 2−1 + . . . + q

(M)
i · 2−M +

Δ

2
(6)

pR(x̂i|qi) = 1 · δ(x̂ − (qi2−M +
Δ

2
)) (7)

pR,b(x̂i|q(b)
i ) = 1 · δ(x̂ − (q(b)

i 2−b)) (8)

pR(x̂i|qi) = pR,1(x̂i|q(1)
i ) ∗ pR,M (x̂i|q(M)

i ) ∗ δ(x̂i − Δ

2
) (9)

pR,b(x̂i|q(b)
i ) = Pr(q(b)

i = 0) · δ(x̂) + Pr(q(b)
i = 1) · δ(x̂ − (qi2−b)) (10)

At least, the dependency between yi and qi is given in the following equation.
The LLR value is calculated by equation 2 and 12.

yi = R′(qi) + nqi + ni (11)

p(yi|q(b)
i = 0, q̂

(k)
i ) = pR(x̂i|qi, q

(b)
i = 0) ∗ pq(nqi) ∗ pN (ni) (12)

Our proposed LLR value calculation has the advantage that the decoder can
do bit plane by bit plane decoding in a non-fixed order as well as inter bit
plane decoding. Hence, a bit plane must not be fully decoded to start over with
another bit plane. It’s possible to switch from one bit plane to another and back
(with improved information) before the successful decoding of the bit plane is
performed. This one of the main advantages of the proposed inter bit plane
decoding.

Our Slepian-Wolf decoder with inter bit plane decoding is shown in figure
5. The LLR values are calculated by equation 2 using the side information Y
and the correlation noise parameter λ. The LLR values are passed to a separate
decoder (figure 5) for every bit plane b = 1 . . .M . Each decoder also obtains the

Y
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Fig. 5. Slepian-Wolf decoder
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Fig. 6. Joint Slepian-Wolf decoding of the bit planes (TD - turbo decoder)

punctured LLR values Lc(p(b)) of the transmitted parity bits. Then the turbo
decoder starts decoding and provides the a-posteriori LLR value to the LLR
value calculation for the next decoding step. In that way, the decoders for the
different bit planes can exchange information.

3.2 Scheduling

The scheduling of the joint decoding for two bit planes is done in a serial or
parallel way. In parallel joint decoding (figure 6(a)), the LLR values for each
bit plane are calculated and turbo decoding is done before calculating the LLR
values again. The serial joint decoding (figure 6(b)) does LLR calculation and af-
terwards only decodes one bit plane. Before decoding the next bit plane the LLR
values are calculated again. The serial decoding is more complex but performs
better and is thus used for the proposed joint bit plane decoding.

4 Simulation Results

The key component of our flexible Slepian-Wolf decoding is the inter bit plane
decoding. It enables the flexible distribution of the data between the bit planes
at the decoder side. The range for the data rate R(b) of a bit plane b is given by
R

(b)
min . . . R

(b)
max. We focus on the 2 bit plane coding here (only MSB and LSB),

because the scheduling for more than two bit planes is not solved by now.
The sequences foreman, coastguard, hall, and mother daughter are used

for simulation (QCIF, 30fps). A key frame distance of two frames is used
(KWK...), where lossless coded key frames are assumed. An uniform quan-
tizer is applied in the Wyner-Ziv CoDec. Furthermore, the Slepian-Wolf en-
coder is implemented by two parallel concatenated recursive convolutional codes
(G = [1, 33/31]8) and a random interleaver. The Slepian-Wolf decoder is im-
plemented by a binary turbo decoder. The data rate is adapted by random
puncturing (puncturing period Lp = 128) and side information is obtained by
temporal interpolation of the neighboring loss less key frames.

4.1 Inter Bit Plane Decoding

The number of parity bits for the MSB and LSB bit planes and the accumulated
sum bit rate is shown in figure 7. The data rate for the MSB is linearly increased.
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Fig. 7. Inter bit plane decoding: data rate for LSB, MSB, and Sum, including perfor-
mance loss (foreman, QCIF)

Also the data rate for the LSB is determined for successful decoding. This is done
for each data rate of the MSB. As shown in figure 7, the necessary data rate for the
LSB is decreased while increasing the data rate for the MSB. The sum data rate is
a slight increased between 7% and 16%, which results in a performance loss.

The point for the highest MSB data rate is the same as the bit plane by bit plane
(MSB to LSB) decoding in conventional state-of-the-art DVC CoDecs, where the
MSB is decoded first. Furthermore, the point for the lowestMSB data rate is equiv-
alent to the bit plane by bit plane decoding in LSB to MSB order, where the LSB is
decoded first (fig. 7, frame 42). The data rate point between this borders are only
accessible by inter bit plane decoding. For example the data rate distribution at
2000bit MSB data rate (frame 2) cannot be decoded by the conventional bit plane
by bit plane decoding, because neither the amount of data for MSB nor for the
amount of data for LSB is sufficient to decode this bit plane at first.
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The inter bit plane decoding does not influence the reconstruction quality,
since the quality remains constant for the same quantization symbol q and iden-
tical side information Y . Therefore, the inter bit plane decoding only influences
the necessary data rate for decoding (sum data rate).
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4.2 Fixed Rate Ratio Coding

The motivation for the ”Flexible Slepian-Wolf Decoding” is, that the encoder
has not to adjust the data rate for each bit plane, but only the sum data rate.
In figure 8 the amount of data needed for successfully decoding of the MSB is
shown for both MSB to LSB (max) and LSB to MSB (min) decoding order.
This two cases mark the range within the inter bit plane coding can work. The
upper and lower borders for the data rate are Rmin and Rmax, see figure 3(b).
Thus, the needed data for the MSB (R(1)) can only be adapted within the range
R

(1)
min ≤ R(1) ≤ R

(1)
max.

The rate ratio for the MSB (ratio(1) = R(1)/Rsum) can vary in a given range
(ratio

(1)
min . . . ratio

(1)
max). A rate ratio of ratio(1) = 0.25 is in the majority of frames

within the range (fig.8). Consequently, for a fixed ratio of 0.25 the transmitted
data can be decoded in nearly all cases.

The rate control has thus only to control the sum data rate precisely. On
the one hand a encoder rate control only has to estimate the sum data rate,
and on the other hand a decoder rate control only hast to request more sum
rate and not data for a specific plane. This greatly facilitates both rate control
schemes.

5 Conclusion

In this paper, we presented a flexible Slepian-Wolf decoding scheme facilitating
the rate control scheme for distributed video coding. Thus, it is a step toward
a feedback channel-free distributed video coding system, which transmits data
over an unidirectional communication channel (e.g. video storage, unidirectional
mobile video streaming).

The encoder has not to control the data rate for each bit plane precisely,
because nearly all frames can be decoded at a rate ratio of 0.25 (25% of data for
MSB and 75% for LSB). In this way, the encoder has only to estimate the sum
data rate precisely.

The fixed rate ratio coding is only possible by the use of the proposed inter bit
plane decoding (Flexible Slepian-Wolf Decoding). It does data exchange between
the bit planes at the decoder side. Furthermore, the inter bit plane decoding will
preserve the reconstruction quality of the video, while the data rate is slightly
increased.

Further work will include investigation on the case of sub sum rate decoding,
when the amount of data is lower than necessary for successful decoding.
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