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ABSTRACT 
 
Authentication watermarking approaches can be classified into two kinds: fragile and semi-fragile. In contrast to the 
latter one, fragile watermarking does not tolerate modifications of any single bit of the watermarked data. Since the 
transmission of digital data often requires lossy compression, an authentication system should accept non-malicious 
modifications such as JPEG compression. Semi-fragile techniques aim to discriminate malicious manipulations from 
admissible manipulations. In our approach, we extract image content dependent information, which is hashed afterwards 
and encrypted using secure methods known from the classical cryptography. The image data is partitioned into non-
overlapping 4 x 4 pixel blocks in the spatial domain. The mean values of these blocks form n-dimensional vectors, which 
are quantized to the nearest lattice point neighbours. Based on the changed vector values, a hash is calculated and asym-
metrically encrypted, resulting in a digital signature. Traditional dual subspace approaches divide the signal space into a 
region for signature generation and a region for signature embedding. To ensure the security of the whole image, we 
join the two subspaces. The vectors, where to embed the bits using quantization-based data hiding techniques, are pre-
distorted and also used for the signature generation. Our scheme applies error correction coding to gain the robustness of 
the embedded signature to non-malicious distortions. A second quantization run finally embeds the signature. 
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1. INTRODUCTION 
 
The rapid evolution of multimedia technology over the past decade has brought many advantages in the creation and 
distribution of image content. But beneath the ability of easy copying, transmitting and editing digital images the need 
for image content protection increases. Digital images can be modified or forged with a wide variety of available 
manipulation software and hence it is rather difficult to tell if a picture is the original one or if it has been tampered with. 
 

Image authentication techniques based on digital watermarking and cryptography aim to prevent illegitimate tampering 
and fraudulent use of modified images. As known from the classical cryptography, to verify the exact data integrity, a 
signature is generated from the source signal by the use of secure hash functions (e.g. SHA-1, MD5). Afterwards, the 
signature message digest is encrypted with a secret key. The recipient decrypts the signature and matches it with the 
hash generated from the received signal [1]. If even one bit of the signal is modified, it will no longer match the 
signature, so any tampering can be detected. However, this so-called fragile property is sometimes not practical when 
considering distribution of images. For instance, lossy compression has to be performed to reduce the amount of data or 
signal processing is applied to correct gamma, to de-noise or to resample an image. These manipulations change the 
pixel values but not the content and hence not the authenticity. 
 

Semi-fragile authentication methods for digital images were introduced to tolerate certain kinds of processing. The aim 
is to allow admissible manipulations such as JPEG compression, but to reject malicious manipulations, which change 
the image content. As can be seen in several overview papers [2, 3, 4, 5] representing the state of the art, security 
services, such as image content authentication, are still marginal. The majority of publications in the field of digital 
watermarking mainly address data hiding [6, 7], the commonly used term for both steganography and robust digital 
watermarking for, e.g., copyright protection of still images. 
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The process of secretly embedding information inside a data source without changing its visual perception, namely 
steganography, is one of the earliest applications of watermarking. The information embedder is primarily interested in 
hiding the very presence of the message itself from an observer. Robust digital watermarking, in turn, strives to add a 
signal as robust as possible to the data source. The main emphasis here is on robustness, whereas the embedded data 
should survive any signal processing operation the host signal goes through. In other words, if someone is able to 
remove the watermark, the perceptual quality of the host signal should be destroyed as well. 
 

Unlike in robust schemes, the embedded watermark information for the purpose of authentication and content integrity 
verification is supposed to be fragile. One expects a watermark to be destroyed when the host data is maliciously 
attacked followed by an alarm to be raised caused by the extraction of the wrong watermark information. This 
description could be one kind of interpretation of an authentication process, where the watermark is a content 
independent logo. Another approach is to make the watermark information depending on the content as in the classical 
cryptography and to embed this watermark inside the host signal with highly robust data hiding techniques. The fragility 
to signal processing operations, that do not preserve the image content, is inherited to the content dependent signature 
generation stage. The essential features of data hiding techniques such as invisibility and robustness preferably against 
any kind of attack are desirable for the signature embedding stage of an authentication framework as well. 
 

Since it can be assumed that the attacker has full knowledge of the overall authentication watermarking framework, the 
image content dependent watermark information has to be encrypted asymmetrically [1] before embedding. This is the 
only way to prevent the attacker’s ability of replacing the right content dependent embedded watermark information by 
a wrong manipulated one. Roughly speaking, anybody should be able to verify the authenticity of a watermarked image, 
but nobody unless the originator should be able to replace it. In the case of a “trustworthy camera” [8], the private key to 
embed the watermark should be located inside the camera protected against reading. Not even the photograph must 
know this private key. However, as opposed to common data hiding schemes, the overall security of an authentication 
watermarking framework can not be gained by scrambling the positions where the content dependent signature is 
generated from or embedded to. Therefore, as already discussed by Fei et al. [4], the signature embedding positions have 
to be protected. Otherwise, an attacker knowing these positions could change the whole region used for embedding as 
long as the same watermark will be extracted leaving the generation region unmodified. 
 

In our authentication framework, we combine generation and embedding of content dependent signature information. 
The content dependent watermark information is generated from all image pixel values using lattice quantization. A 
cryptographically secure hash function maps this information to a small amount of data, which will be encrypted and 
embedded. All embedding positions are pre-distorted and hashed as well. The process of pre-distortion avoids that the 
already generated hash value will be affected by the embedding of the signature in a second quantization run. 
 

Firstly, we introduce different lattice quantization techniques to embed information into an image. As we will see, by 
using more sophisticated multidimensional quantization and error correction coding (ECC), we are able to reconstruct 
information bit errors as well as the hash values at these error positions in a defined range. In that way, the robustness 
against non-malicious distortions such as JPEG compression can be gained without raising security gaps. In section 3, 
we will explain and analyze our authentication framework more in detail. Experimental results will be shown in section 
4 and conclusions will be given in section 5. 
 

2. MULTIDIMENSIONAL LATTICE QUANTIZATION 
 
In this section, we describe the use of multidimensional lattices for quantization as one possible data hiding technique. 
The problem of finding the optimal quantization lattice in each dimension will be considered as the classical sphere 
packing problem, which asks for the densest packing of equal-sized spheres in Euclidean n-dimensional space. A raised 
number of dimensions used for quantization results in increased robustness of the embedded information to uniformly 
distributed noise. Simultaneously, using more dimensions for quantization and hence more samples of the host signal 
yields a higher embedding-induced distortion for the same amount of information. Since data hiding is interested in a 
trade-off between the amount of distortion introduced to the host signal and the amount of hidden data, often lower- 
dimensional quantization is used. As opposed to raising the number of dimensions for quantization, error correction 
coding can be used before embedding the information. This kind of error protection affects the amount of hidden data as 
well, so we will compare both strategies the use of multidimensional quantization and error correction coding. 



2.1. Quantization based data hiding 

In [9], Chen and Wornell presented a class of embedding methods, called quantization index modulation (QIM), as an 
efficient method of digital watermarking. The information m is embedded by constructing a set of different vector 
quantizers Q( ) and by mapping the host signal samples z to the elements of these different quantizers. For example, if 
the set consists of two different subsets, as shown in Fig. 1 by the points marked with   ’s and   ’s, the information can 
be embedded in binary form, where m∈{0, 1}. If a binary bit “0” has to be embedded, z is quantized to the closest 
subset point   , otherwise, if a binary bit “1” has to be embedded, the closest    is chosen. The amount of embedding 
distortion induced is determined by the sizes and shapes of the quantization cells, also called Voronoi cells comprising 
all points closer to its centre than to any other one. The minimum distance dmin between two neighbouring cell centres of 
the quantization set determines the robustness of the embedding. At the receiver side, after the watermarked signal is 
perturbed by a noisy channel, the decoder simply acts by quantizing the received signal y to the closest reconstruction 
point of the quantizer set obtaining the message    : 
 

m̂ ( y ) = arg  min       (1) 
 
 
 

 
Figure 1:  Voronoi cells of a QIM vector quantizer set 

 

2.2. Dither modulation 
A low-complexity realisation of the QIM method, namely dither modulation (DM), is similar to the scalar Costa  
scheme (SCS), proposed by Eggers and Girod [10]. It uses a set of uniform dithered scalar quantizers with step size   . 
Each quantizer subset can be expressed as Qm(   – dm ) + dm , where the parameter dm is called dither vector modulated 
with the embedded signal m. The host signal is divided into N length-n non-overlapping data blocks z = { zi, 1≤ i≤N }. 
By embedding the information m = { mi, 1≤ i≤N } symbol-wise into these blocks an embedding rate of 1/n is achieved. 
 

The Voronoi cells or, in other words, the cell centres of any given quantizer subset in the ensemble of dithered quantizers 
are shifted versions of the cells of any other subset in the ensemble. Since every ensemble consists of regularly spaced 
points of countable infinite number in real n-dimensional Euclidean space     , these points can be considered as a lattice. 

2.3. Lattice structures and sphere packings 
A lattice, denoted as Λ, is the set of all integral combinations of linearly independent basic vectors v, in     , [11]. Inclu-
ding the origin, its points have a fixed minimum distance dmin. With relation to quantization-based data hiding, lattices 
can be partitioned into subsets Λ, which are itself lattices, corresponding to the different quantizers of the quantizer 
ensemble. Some lattice structures produce better so-called spherical codes than others for the same n-dimensional space. 
The aim is to maximally separate neighbouring lattice points from each other so that the quantized signal is maximally 
robust to the additive Gaussian noise of the channel. On the other hand, the distortion introduced by mapping a host 
signal sample to the nearest lattice point should be as small as possible. 
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In the past, a certain amount of research has been investigated on topics in both lattices and sphere packings. The so-
called “kissing number problem” considers the question of how many white spheres can maximally touch a black sphere 
of the same size in n-dimensional space at the same time [12]. Related to coding theory, we are looking for the maximal 
number of length-n codewords for a code with minimum distance dmin. The densest packing in Euclidean 1  is trivial. 
But, as can be seen in Fig. 2 and Fig. 3, even for the 2-dimensional case there are different possible packings, e.g., the 
square lattice, denoted by D2, or the hexagonal lattice, denoted by A2. Whereas in the case of squarely packing balls in the 
plane four other balls “kiss” the centred one, in the hexagonal case six balls just perfectly surround the ball in the middle. 
 

 

 
Figure 2:  Square lattice D2              Figure 3:  Hexagonal lattice A2 

 
 
By comparing these both planar packings, the space between neighbouring balls is smaller for the hexagonal structure. 
We say that its densityδ , defined as the quotient of the volume of the unit sphere divided by the volume of the funda-
mental Voronoi region, is higher. Hence, δ  = 1 is the upper bound for any kind of sphere packing and so it is desirable 
that the Voronoi region V  associated with a particular lattice point has nearly spherical form. Among others, in [13], the 
authors try to give an answer to this question. They consider the problem of existence of lattices in Euclidean space 
which are simultaneously good for sphere packing, sphere covering, channel coding and quantization. In the case of the 
packing problem, as mentioned above, a lattice should be structured such that the greatest possible number of non-
intersecting spheres of the same given radius dmin/2 can be packed together. Roughly speaking, primarily the volume of a 
Voronoi region Vol(V ) is to be minimized. The sphere covering problem, instead, seeks to minimize the size collection 
of the arranged spheres, which means that the Voronoi region should have nearly spherical form. An optimization 
according to the latter criterion results in lower quantization-induced distortions. In the 2-dimensional space, the hexa-
gonal lattice is optimal in terms of sphere packing as well as sphere covering. But, as we will see when considering     ,  
a denser sphere packing not always stands for lower mean-squared error (MSE) distortions per dimension, defined as: 
 

        ( ) 21 1
( )

eD z Q z dz
n Vol
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      (2) 

 
The lattice points in both Fig. 2 and Fig. 3 marked with   ’s represent one quantizer subset, which can only be used for 
quantizing the host signal but not for embedding information. To do so, more than one quantizer set is needed of course. 
Since the small squared areas at the gaps between the balls namely “deep holes” are the points furthest away from       
the   ’s, these positions are ideal for placing other quantizer subsets. If all deep holes of a given lattice are fully used, the 
conjunction of the quantizer subsets is denoted as dual lattice structure. A given lattice is self-dual if it is identical to its 
dual. In Fig. 3, there are two different shadings for the small squared areas, meaning that this lattice structure is optimally 
suited for an ensemble of three different quantizer subsets and hence for using a ternary symbol alphabet for the 
hexagonal lattice. Although the embedding capacity can be increased by a factor of (3/2)n due to the 3-ary scheme, the 
minimum distance between different lattice points is   3/2 times lower, compared to the square lattice. 

dmin = ∆  
dmin = ∆

3



Considering the 3-dimensional Euclidean space 
3 , we need to distinguish between three different lattice packings:    

the “simple cubic”, the “body-centred cubic (bcc)” and the “face-centred cubic (fcc)”. In Fig. 4, the oblique projections 
are summarized for these three types of lattice packings. The densityδ  per dimension is equal for both the planar square 
lattice and the simple cubic lattice, which is denoted by 

3 . As opposed to the fcc lattice D3, which is the unique densest 
lattice sphere packing for three dimensions, the Voronoi region of the bcc lattice D  is better suited for quantization in 
sphere covering sense. Its Voronoi region, a truncated octahedron, is most “close” to spherical form, as can be seen in 
Fig. 5. In [14], Barnes and Sloane proofed that the bcc lattice has the smallest MSE distortion of any lattice quantizer in 
three dimensions, if the input to the quantizer can be assumed to have a uniform distribution. 

 
 

 
Figure 4:  Simple cubic 

3
 (left); body-centred cubic D (middle); face-centred cubic D3 (right) 

 
 
 
 
 

 
 
 

 
Figure 5:  Voronoi regions of the simple cubic lattice (left), bcc lattice (middle), fcc lattice (right) 

 

 
For the most dimensions the optimal sphere arrangement is not unique. For example, besides the fcc lattice, there is 
another periodic sphere packing in 

3  with equal density, the so-called hexagonal close packing, denoted by A3, which 
we can imagine as an extension of the planar hexagonal structure A2. However, the hexagonal close packing does not 
fulfill the definition of a lattice, because it is not invariant with respect to any structural translations. Furthermore, its 
Voronoi region is even worse than the one of the fcc lattice in sphere covering sense. 
 

Placing a second quantizer subset into the deep holes of the simple cubic lattice yields the structure of the body-centred 
cubic and vice versa. On the hand, the dual of the face-centred cubic lattice is the so-called diamond packing, which can 
be seen as the interpenetration to two fcc lattices, displaced along the body diagonal of the cubic cell by one quarter the 
length of the diagonal. Both distinct reciprocal pairs of structures in the 3-dimensional space are not self-dual. Further-
more, the diamond packing D3 , also known as tetrahedral packing, does not fulfill the definition of a lattice as well. 
 

The optimal kissing configuration of spheres in 4
 is not that easy to demonstrate as the configurations in the dimen-

sions before, because human beings understandably have difficulties when imagining 4-dimensional objects. However, 
as explained in [15], the so-called D4 lattice is known to yield the best sphere packing in 

4 . It consists of all the 
permutations of the points (v1, v2, v3, v4) having integer coordinates whose sum is even. The mathematical definition is: 
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For example, all permutations of the points ( 1± , 1± , 0, 0) yield the 24 centres for the kissing configuration of equal- 
sized unit spheres in addition to the sphere at the origin (0,  0,  0,  0). The minimum distance between these lattice points 
is given by dmin =   2.  
 

To embed binary information the D4 lattice plus another one shifted by the dither vector dm =                        in 
coordinates can be used. The resulting lattice is the so-called D4 or 4-dimensional hyper-diamond lattice. The next-to-
nearest neighbour vertex figure of the hyper-diamond lattice is the D4 lattice nearest neighbour vertex figure, the famous 
“24 cell”, which means that both lattice structures are self-dual. The facets of this 4-dimensional polytope are 24 regular 
octahedra. Since the Voronoi regions of both lattices D4 and D4 have the same form and a volume Vol(V ) = 8 ⋅ dmin, the 
good properties of the D4 lattice are equal for both structures. 
 

Another possible lattice structure in 

4 can be seen as the extension of the dual pair of simple cubic and body-centred 
cubic known from three dimensions. The simple hypercubic lattice 

4
 plus another one shifted by the corresponding 

dither vector dm =        results in the lattice structure A4, which we call body-centred hypercubic. It is 
known to have the best sphere covering probabilities in 4 dimensions [11]. 
 

The volume calculations of both unit spheres and Voronoi regions for the dimensions one to three are trivial. For a 4-
dimensional unit sphere      the volume is given by Vol(    ) =        . Hence, the densities δ  and the MSE distortions per 
dimension De (Eqn. 2) due to quantization for the lattices described above can be calculated and summarized as follows: 
 

 
 

Dimension Description of the lattice Name Densityδ   Distortion  
1  simple integer  1 0.0833 

hexagonal A2 = A2 0.9069 0.0802 
2  

simple square D2 = D2 0.7854 0.0833 
face-centred cubic D3 0.7405 0.0788 
body-centred cubic D3 0.6802 0.0785 3  

simple cubic 3  0.5236 0.0833 
hyper-diamond D4 = D4 0.6169 0.0766 

body-centred hypercubic A4 0.4414 0.0776 4  
simple hypercubic 4  0.3084 0.0833 

 

 Table 1: Sphere packing densities and MSE distortions of the considered lattices, where the 
asterisk denotes the dual lattice structure meaning that all deep holes are fully used 

 
 
When considering the D4 lattice as opposed to both the simple hypercubic and the body-centred hypercubic lattice 
quantization, a performance gain can be seen. The D4 lattice has a higher density and lower mean squared-error distor-
tions than other lattices in four dimensions. In the next section, we will prove the expected gain by experimental results. 
 

3. PROPOSED AUTHENTICATION FRAMEWORK 
 
After the above introduction concerning sphere packings and lattice structures, in this section, we propose our authenti-
cation framework using multidimensional dither modulation and error correction coding. We will compare the consid-
ered lattices and discuss which is best suited for our approach under robustness and distortion constraints. 
 

Although our semi-fragile watermarking scheme works in spatial domain, other domains could be used as well. The 
scheme is blind, which means that no further watermark information except the public key and the embedding strength 
parameter    have to be submitted besides the watermarked image. No metadata, which could get lost due to format 
transformations, is necessary. The framework is structured modularly so that single components such as the hash 
function or the used encryption can be replaced without influencing the overall functionality. 
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As already mentioned, we inherit the task of semi-fragility to the image content dependent signature generation stage. 
Features, robust to allowed small image manipulations but fragile to malicious tampering, are extracted from the image 
and hashed using a cryptographic hash function. Afterwards, the encrypted signature is robustly embedded into the 
image data using multidimensional dither modulation, as one possible well known data hiding technique. At the 
verification side, the same signature generation will be applied extracting the same content dependent features as long as 
the content has not been maliciously manipulated. The inverse data hiding scheme will be used to extract the embedded 
signature, which will be decrypted and compared with the hashed features, as shown in Fig. 6. Our scheme allows 
embedding additional information together with the asymmetrically encrypted feature hash value. This could be used to, 
e.g., identify both hash and encryption methods. The suggested concept of embedding unsecured additional information 
assumes that an attacker has no profit from changing. As we will explain more in detail in section 3.2, error correction 
coding (ECC) can be used to gain the robustness of the embedded information or, in other words, to reconstruct bit 
errors due to channel distortion. 

 

 
 

Figure 6:  Authentication process (signature generation and embedding) & signature verification process. 
 

 

3.1. Quantization-based feature extraction and embedding 
There are many different ways to extract content dependent features from an image [2, 3, 4, 5].  For example, some 
approaches involve image positions of edges, contours or zero-crossings in the spatial domain whose existence is proved 
during the verification process. Other methods are based on single coefficients or on relationships between pairs of 
coefficients in the transform domain (e.g., DCT, DWT or DFT). The technique described here uses the mean values of 
non-overlapping pixel blocks directly. All approaches have in common that the gathered features will be quantized to 
allow some small amount of pre-defined distortion and hence to be semi-fragile. 
 

In our watermarking approach, the image is partitioned into L x L pixel blocks (e.g., 4 x 4 pixels) in the spatial domain. 
The mean values of these blocks form n-dimensional vectors z = { zi, 1≤ i≤M }, which are quantized using n-dimen-
sional lattice quantization. The size ( L x L ) of the pixel areas represented by every single mean value determines the 
robustness of the watermarked image due to distortions such as JPEG compression. The larger the block size, the higher 
is the robustness. But on the other hand, larger block sizes result in a higher vulnerability to the following malicious 
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manipulation. An attacker, who maintains the protected quantized mean value for the corresponding L x L pixel block, 
could change any pixel of this block. He would be able to insert edges or textures into the image changing the content. 
Hence, the verification of the authenticity for a watermarked image does only hold up the original image resolution 
divided by the factor L. 
 

As can be seen in Fig. 7, two subsequent quantization runs are applied during the authentication process. In the first loop, 
the mean value vector is quantized to the nearest lattice point neighbour using the step size    . All quantized values are 
hashed and encrypted using RSA (e.g., with 1024 bit). Afterwards, the bit string can be passed through any kind of ECC, 
e.g., block-based BCH-Coding [16] to lower the probability of single bit errors due to channel distortions. In the second 
loop, the resulting length-N signature is embedded symbol-wise into N≤  M samples of the pre-distorted sample vectors. 
 

 
Figure 7:  Authentication watermark embedding and verification steps exemplary for simple integer quantization. 

 
 
At the verification side, both the feature extraction (quantization of block mean values) and the determination of the 
embedded signature bits take place simultaneously. By nearest neighbour quantization of every single sample vector to 
either a point marked with     or to a point marked with   , each representing one quantizer subset, the signature bits are 
extracted. Each region, which we also call hash position here, consists of one     as well as one   . 
 

In Fig. 7, we demonstrated the steps only for simple integer quantization, but higher-dimensional lattice quantization can 
be used in the same way. For example, in the case of the D4 lattice, the 4-dimensional sample vectors are pre-distorted to 
the root lattice D4. To embed binary information the pre-distorted vector is either shifted by the vector 
or by the vector                                      respectively. 

3.2. Reconstruction of signature and hash during verification using ECC 
To be able to compare the lattice structures A1, D2, D3, A4 and D4 concerning information induced embedding distor-
tions, we use the same minimum distance (dither vector) between the points of their different quantizer subsets. As 
opposed to the former ones, the distance between the lattice points of the same subset is  2  times higher in the case of 
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the D4 lattice. This can be used considering error correction coding. When we imagine a binary “1” to be embedded into 
a sample vector (see Fig. 8) and due to channel noise the vector would be distorted more than dmin/2, a verification error 
would occur (see Fig. 9). A signature bit “0” instead of the bit “1” would be detected and a wrong hash position would 
be determined. But if we are able to reconstruct the embedded signature bit using ECC, then also the hash position can 
be reconstructed as long as the distortion was not stronger than dmin. Fig. 10 shows the basic principle, which can be 
used for higher-dimensional quantization as well. The quantization cell may be thought of as a shifted overlapped 
version of the original cell. Hence, the range of accepted channel distortion is raised without security loss. 

 

 
Figure 8:  Distortion of a sample vector due to channel noise 

 
 
 
 

 
Figure 9:  Occurrence of verification errors                  Figure 10:  Hash reconstruction using ECC 

 
 
 
 

4. EXPERIMENTAL RESULTS 
 
If we use a (63, 16)-BCH code for error correction coding, the signature is approximately 4 times longer. Hence, more 
bits have to be embedded into the image, which means that more blocks have to be stronger distorted. Fig. 11 shows the 
peak-signal-to-noise-ratio (PSNR) as a function of the embedding strength parameter    for both embedding without 
ECC and embedding with ECC. As can be seen clearly, the more sophisticated D4 lattice yields lower embedding 
induced distortions than all other considered lattice structures when no ECC is used. In the case of using ECC instead, 
the simple integer lattice A1 is more advantageous. 
 

In Fig. 12, the robustness to allowed high-quality JPEG compression is shown. By simulations on numerous standard 
test images of size 512 x 512 pixels, we have determined to which JPEG quality factor the watermarked image can be 
maximally compressed without raising an alarm. If no ECC is used, the D4 lattice is most robust to channel distortion 
such as JPEG compression. But if ECC and the proposed hash position reconstruction are used, the A1 quantizer 
ensemble is better suited for our authentication scheme. The result is not surprisingly, since block-based error correction 
coding is nothing else than a more sophisticated higher-dimensional lattice quantization as well.  
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Figure 11:  Embedding induced distortions without using ECC (left) and using ECC (right) 

 
 
 
 

 
Figure 12:  Robustness to allowed JPEG compression without using ECC (left) and using ECC (right) 

 
 
 

5. CONCLUSION 
 
In this paper, we proposed a semi-fragile authentication watermarking scheme for secure image authentication. The 
scheme allows some small amount of distortion to the image such as high-quality JPEG compression, but rejects larger 
manipulations changing the image content. We gave a detailed overview to multidimensional lattice quantization known 
from the field of data hiding, which can be used to generate and embed image content dependent information. In our 
watermarking approach, the image is partitioned into 4 x 4 pixel blocks in the spatial domain. The mean values of these 
blocks form n-dimensional vectors, which are quantized using n-dimensional lattice quantization. We compared 
different lattice quantization techniques to determine which is best suited for our scheme. Based on the changed vector 
values, a digital signature is generated using secure hash functions and asymmetrical encryption. To ensure the security 
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of the whole image, we joined the regions for signature generation and embedding. The sample vectors, where the 
signature bits are to be embedded, are pre-quantized and also used for signature generation. This strategy offers the 
possibility to reconstruct distorted sample vectors using error correction coding and hence to gain the robustness of the 
embedded signature. The framework was structured modularly so that single components such as the hash function or 
the used encryption method can be replaced without influencing the overall functionality. 
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