2007 IEEE Workshop on Applications of Signal Processing tdli& and Acoustics

October 21-24, 2007, New Paltz, NY

AN APPROACH TO MASSIVE MULTICHANNEL BROADBAND FEEDFORWARD
ACTIVE NOISE CONTROL USING WAVE-DOMAIN ADAPTIVE FILTERING

Sascha Spors and Herbert Buchner

Deutsche Telekom Laboratories, Berlin University of Tealogy,
Ernst-Reuter-Platz 7, 10587 Berlin, Germany

{sascha. spors, herbert.

ABSTRACT

Multichannel active noise control (ANC) systems are inshegly
being applied in scenarios where an enlarged quiet zoneicede
For few channels numerous solutions to this problem have bee
developed in the past. However, algorithms for multichhANC
with a high number of channels (massive multichannel ANR), i
order to achieve a large quiet zone, still remain a challerige
fundamental limitations of current adaptation algorithimsthe
context of massive multichannel ANC are outlined in thistden
bution. As a solution to these limitations, the applicatairthe
generic concept of wave-domain adaptive filtering (WDAR)rs-
posed for ANC. Simulation results from a 60-channel ANC eyst
illustrate the successful application of the proposed epts

1. INTRODUCTION

Acoustic ANC aims at suppressing an undesired noise basimon
principle of superposition using appropriately drivendepeakers.
The loudspeaker driving signals are typically derived fracous-
tic measurements and adaptive algorithms in order to cofle wi
arbitrary noise fields and the time varying nature of acoastror
some applications a large zone where the noise is cancalést (q
zone) is desirable. However, a large quiet zone requiregfa hi
number of reproduction and analysis channels. Currentchalt-
nel adaptation algorithms are subject to fundamental ditinihs
for such massive multichannel scenarios. This paper wésent
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Figure 1: Block diagram illustrating the generic feedfortva
broadband multichannel ANC system without feedback paths.

wherez. (k) denotes the signal of theth microphone. The sig-
nals from the error microphones are denoted by the vettofk),

the loudspeaker driving signals ™ (k) and the noise field at
the error microphones (without ANC) ™ (k).

The reference signal is filtered by the compensation filtedsra-
produced by the loudspeakers in order to archive the degwat

of a quiet zone. The primary path respo®g:) and secondary
path respons&(k) are in general not known a-priori and may
change over time due to a varying acoustic environment. This
calls for an adaptive computation of the compensation §ilt&he

an advanced adaptation scheme that is capable to overceme thfundamental problem of adaptive ANC is to compute compen-

limitations of traditional adaptation algorithms. The tewubsec-
tion introduces the multichannel broadband feedforwardCAdde-
nario considered throughout this paper.

1.1. Active Noise Control

The discrete time and space block diagram shown in Fig. &-illu
trates a generic multichannel ANC system without feedbatks
i.e. we assume that the effects of feedback from the lou#tspea

ers to the reference microphones can be ignored. The nmtrice

of impulse responseB(k), S(k) and C(k) characterize the pri-

sation filtersC(k) on the basis of the referencé™ (k) and er-
ror signalse™ (k) such that the error signal is minimized w.r.t. a
given cost function. This problem can be interpreted as diphed
input/multiple-output (MIMO) pre-equalization problefatequency-
domain descriptions are derived by transforming each eléwfe
the respective time-domain vectors and matrices with arelisc
time Fourier transformation (DTFT). Frequency domain difi@s
are underlined, the temporal frequency is denoted by

mary paths between the reference microphones and the ekror m 1.2 Traditional Adaptation of Compensation Filters

crophones, the secondary paths between the loudspeakktisean
error microphones, and the compensation filters used targgene
the loudspeaker signals from the reference signals. Tlueedés
time index is denoted by. The elements of the matrices are com-
posed from the k-th element of the impulse response frommne i
put to one output. The signals of the reference microphores a
combined in the vector® (k) = [z1(k), z2(k),- - ,zr(k)]T,

We now briefly review the optimum least-squares solutiortlier
filter coefficients, i.e. the derivation of the normal eqaatfor the
ANC framework introduced in Section 1.1. The normal equatio
is the basis for various adaptation algorithms, like therdd-x
recursive least squares algorithm (X-RLS). A detailed us@on
can be found, e.g., in[1, 2].
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The least-squares error (LSE) cost function is given as

k M
E@ k) =Y AT Jem(r)?
k=0 m=1

where0 < A\ < 1 denotes an exponential weighting factor. The
normal equation is derived by expressing the ee‘ﬁf‘?(k) using

the filter coefficients, introducing the result into the céstc-
tion (1) and calculating its gradient. The optimal filter ffiméents

in the mean-squared error (MSE) sense are found by setteng th
gradient of the cost function to zero. The resulting norntplae
tion is given as

@)

Loz (k) €(k) = Paa(k) )
where theV. N R x 1 vectoré (k) denotes a vector composed from
all estimated filter coefficients at time instantnd N. the num-
ber of filter coefficients. Th&V RN, x N.RN matrix &, de-
notes the averaged correlation matrix of the filtered refesesig-
nals. The filtered reference signals are defined by the cotiwol
zr(k) * sm,n (k) of the reference signals with the secondary path
responses. Th&¥ RN.. x 1 vector®,,, denotes the averaged corre-
lation vector between these filtered reference signalstamddise
field at the error sensors (without ANC). The optimal compens
tion filter w.r.t. the cost function (1) is given by solvingettmor-
mal equation (2). The X-RLS algorithm can be derived from the
normal equation (2) by computin@®...(k) and ®..,(k) in a re-
cursive fashion and applying the matrix inversion lemma THe
calculation of the filtered reference signals requires Kadge of
the secondary path resporf8gk), which is in general not known
a-priori and may be time-variant. Hence, the secondary gah
acteristics have to be identified additionally in a pradtsystem.

2. MASSIVE MULTICHANNEL ANC

In order to derive an ANC system with enlarged quiet zone,-mas
sive multichannel ANC will be introduced in the following.

2.1. Basic Concept

The solution of the homogeneous wave equation in the (tempo-
ral) frequency domain for a bounded regibhw.r.t. inhomoge-
neous boundary conditions is given by the Kirchhoff-Helittho
integral [3]

p(x,w) = —

0
aV{Q(X|X07w) 8—n£(xoyw)*

0
7£(X07w) %Q(X|X0,UJ)} dSo ) (3)
wherep(x,w) denotes the pressure field inside a bounded region
V surrounded by the bordé# (x € V), g(x|xo, w) the free-field

Green's functionp(xo,w) the acoustic pressure at the boundary

AV (xo € 9V) anda% the directional gradient in direction of the
inward pointing normal vecton of V. It should be noted for the
following that the free-field Green’s function represeffis wave
field of a monopole source placed at the peoigtand its direc-
tional gradient the field of a dipole source.

Eqg. (3) can be interpreted in two ways: (1) if the acousticspre
sure and its directional gradient are known at the boundary
then the acoustic pressure insidecan be calculated and (2) if a
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Figure 2: Massive multichannel ANC with enlarged quite zone
based on the Kirchhoff-Helmholtz integral.

continuous distribution of monopole and dipole sourcedasen
on the border and driven properly then the wave field/ircan
be fully controlled. The first interpretation is the basisvadve
field analysis (WFA), while the second is the basis of manydou
reproduction systems like, e.g. , wave field synthesis (WRS)
suitable combination of both principles will result in anaged
quiet zone for broadband feedforward ANC as will be shown.
Figure 2 illustrates the setup considered in the followiAgdis-
tributed noise source located outside the ANC system eraisen
that is scattered at the walls of a reverberant room. Thdtiegu
complex noise field and its residual (after compensatiorgnis
alyzed by reference microphones and error microphonesgeth
on the closed contouf®Vier anddVerr. The wave field is controlled
by the loudspeakers arranged on the contj¢. For continuous
microphone and loudspeaker distributions a perfect aizalyrsd
control of the wave field is possible according to Eq. (3). Tae
sult will be an enlarged quiet zone which fully covéss.

For a practical implementation of the proposed ANC scherae sp
tial sampling of the continuous microphone and loudspediger
tributions is required. As a consequence, active compiemsat
the noise field is only possible for a limited bandwidth. Foea-
sonable bandwidth and size of the quiet zone a high number of
microphones and loudspeakers is required. This resultsrias
sive multichannel adaptation problem and the fundamemt-p
lems outlined in Section 3.1. A solution to these will be pded

in Section 3.2 and Section 3.3 by eigenspace consideragioths
the WDAF concept. We limit ourselves to two-dimensional eiav
fields for the following discussion of WFS and WFA. An extesi
to the three-dimensional case is straightforward.

2.2. Wave Field Synthesis

WES is typically a two-dimensional spatial sound reprouturct
technique which is based on the Kirchhoff-Helmholtz ingdd4].
Several simplifications are necessary to arrive at a rddézee-
production system. One of the simplifications is to negléet t
dipole secondary sources dictated by the Kirchhoff-Helitzho-
tegral (3). WFS uses only loudspeakers with closed cabmets
approximation of the required monopole sources. A consempie
of the applied approximations are several reproductioifaats.
Their influence on ANC have been investigated in the previous
study [5].

2.3. Wave Field Analysis

For a wide variety of applications it is convenient to repres
acoustic wave fields w.r.t. an orthogonal basis. A suitaklgidh
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will depend on the underlying coordinate system. The repres
tations of a wave field that are connected to Cartesian arat pol
coordinates decompose a wave field into plane waves andarircu
harmonics, respectively [3]. Of special interest withie gtope
of this paper is the decomposition of an acoustic wave fietid in
circular harmonics. This decomposition is given as foll§8]s

pla,rw) =

> o w v, u w

B ww) HP (D) e 42 (v,0) HP (2

v=—00

4)

wherep™? (1, w) denote the circular harmonics expansion coef-

ficients, H\""® the Hankel function of-th order of first/second
kind, v the angular frequencyr,anda the radial and angular co-
ordinate of the polar coordinate system anthe speed of sound.
It can be shown that" (v, w) represents the expansion of an in-

coming wave field w.r.t. the origin angd® (v, w) the expansion of
an outgoing wave field [3]. -

The Kirchhoff-Helmholtz integral states that it is poseilb mea-
sure an arbitrary wave field on the boundary of a bounded megio
to derive the circular harmonics expansion coefficientse fuhe
underlying geometry circular microphone arrays are weilesu
for this task. Suitable techniques can be found in [6].

3. EFFICIENT ADAPTATION FOR MASSIVE
MULTICHANNEL ANC

3.1. Fundamental Problems of Traditional Filter Adaptation

It can be concluded from the normal equation (2) that the @dap
tion of the compensation filters for the massive multichhicase
is subject to fundamental problems:

1. lll-conditioning of the correlation matri#.... (k), and
2. computational complexity for massive multichannel ANC.

Both problems are related to the solution of the normal Egby2
the adaptive algorithm. The correlation matﬁ»gz(k) expresses
the auto- and cross-correlations of the filtered refereigeats.
Due to linear relations between the channels, and hencespat
temporal correlationsp.... (k) will generally be ill-conditioned. In
the extreme case, depending on the reference sigfi(&), there
may be multiple possible solutions férthat minimizes (¢, k).

Due to the dimensionality of the correlation matx,..(k) the
solution of the normal equation may become an infeasibleftas
massive multichannel ANC systems. The computational cerapl
ity of the filter adaptation is enormous even for modest cklnn
numbers [1]. The same problems as outlined above hold aiso fo
the identification of the secondary path response.

3.2. Eigenspace AdaptiveFiltering

Eigenspace adaptive filtering (EAF) provides a generic &waork
for MIMO pre-equalization which explicitly solves the sexhprob-
lem by utilizing signal and system transformations. Thedion
tioning of @, (k) is also highly alleviated by removing all cross-
channel correlations. In the following a brief review of EB&sed
on [2] will be given. The basic idea is to perform a decouplifig
the MIMO systemsS(w) andP(w), resulting in a decoupling of
the MIMO adaptation problem and the correlation madix, (k).
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Figure 3: Block diagram illustrating the eigenspace andewav
domain adaptive filtering approach to massive multichaANC.

The generalized singular value decomposition (GSVD) [Tl ba
used to derive the desired decoupling. The GSVD for the oesri
S(w) andP(w) is given as follows:
S(w) = X(w)S(w) V' (w)
H

(5a)
P(w) = X(w) P(w) U (w) (5b)

The matricesX(w), V(w) andU(w) are unitary matrices. The
matrix X(w) is the generalized singular matrix8fw) andP(w),
the matricesV (w) andU (w) the respective right singular matri-
ces ofS(w) andP(w). The matrice$(w) andP(w) are diagonal
matrices constructed from the singular value$@f) andP (w).

A decomposition of the compensation filters is derived byresg-
ing the non-adaptive LSE solutigl(w) = —S™ (w)P(w) using
the singular matricesS(" (w) denotes the pseudoinverseSitv)).
Itis given as [2]

C(w) (6)

whereC(w) denotes a diagonal matrix. The error sigaf (w)
at theM analysis positions can be derived as

e" (W) =Pw) x®(w) +8(w) Cw) xP(w) . (7)

Introducing Eq. (5) and Eq. (6) into (7), exploiting the wmit
property of the singular matrices and multiplying both sigéth
X (w) yields

" (w) = P(w) 2" (W) + 8(w) C(w) x™ (W),  (8)

wheree™ (w) = X (w)e™ (w) andx™ (w) = U (w)x®(w)
denote the error and reference signal vector in the tramgfdido-
main. Equation (8) states that the adaptive inverse MIM@rfilg
problem is decomposed intd/ single-channel adaptive inverse
filtering problems using the GSVD. The adaptation of the com-
pensation filters is performed independently for each ottiues-
formed components. Introducing the transformations iritp E
yields Fig. 3 which illustrates the application of eigenspadap-
tive filtering to ANC. Note thawv™ (w) = V (w)w™ (w).

Although EAF provides the optimal solution to massive multi
channel ANC w.r.t. the desired decoupling it has two majemdr
backs: (1) the GSVD is computationally quite complex andl{2)
optimal transformations depend on the secondary path mespo
which is potentially time variant. The next section williotluce
wave-domain adaptive filtering (WDAF) as practical solotitm
these problems.

V(w) Cw) U (w) ,
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3.3. Wave-Domain Adaptive Filtering using 0 ' ' ' ' ' ' '
Circular Harmonics /\

AN error
WDAF is based on approximation of the concept of perfect deco -5r / \ — — — referencq
plin_g by explicit consideration of the characteris_ticshrﬁpropa— o 10} N / N
gation medium and the geometry of the underlying acoustib-pr = Ly N NV N
lem. The perfect decoupling of the MIMO adaptation problem 0 Vi / \ !
is given up in favor of generic and fixed transformatidis 7 5 —15r7, N N4 -]
and7s (see Fig. 3) which are to some degree independent of the 2 _oolb v ’
acoustic characteristics. Fixed transformations canigeonearly °
the same favorable properties as the optimal GSVD-based-tra _o5 WW
formations with the benefit of computational efficiency.
It has been shown that the circular harmonics decomposiian -30 ; ; : ; ; ; ;
good candidate as wave-domain transformation for circaty- 0 50 100 150 200 250 300 350
sis geometries and not too reverberant acoustic envirotsnfizja angle f]

(a) Energy of plane wave components after convergence abtin@ensation
4, RESULTS filters.

The next section illustrates the application of WDAF to nmass
multichannel broadband feedforward ANC. For a first proof of
concept a numerically simulated environment was used.

4.1. Simulation Setup

The simulated setup consists of: (1) one circular microphan
ray for analysis of the reference field, (2) one for analy$ithe
error field and (3) a circular loudspeaker array for activatad
of the field emitted by a noise source. The reference arrayphas

mean squared error —> [dB]

radius of Rt = 2 m, the loudspeaker array éfs = 1.5 m and 0 2 4 6 8 10 12 14 16

the error array ofRer = 0.75 m. All arrays have 60 equiangular time —> [s]

spatial sampling points where the microphones and loudtepea (b) Error signal for omnidirectional pickup at center ofaair

are placed. The simulation included a reverberant room siith

8 x 8 x 3m(w x | x h) and reflection factoppw = 0.9 at the Figure 4: Results for simulated massive multichannel ANE- sy
side walls. All arrays are placed concentrically in the eerntf tem.

the room. The mirror image method was applied to simulate re- 5. CONCLUSIONS

flections. A noise source (point source) emitting white aocigs

placed at an angle af = 180° and a distance ab = 3 m from This paper presents a highly efficient adaptation schemmés-
the center of the arrays. The circular harmonics expansieffie sive multichannel ANC systems which is based on WDAF. A de-

cients where computed from the microphone signals usinfpf6]  composition of the MIMO adaptation problem into a seriesiiof s
transformations/; and7;. TransformatioriZ; was realized using  gle channel adaptation problems using signal and systersftia

Eqg. (4). For the adaptation, perfect knowledge of the semgnd  mations overcomes the fundamental problems of adaptivsav
path was assumed and no noise was added to the microphone sidiltering for massive multichannel systems. The paper mtsse

nals. All signals where bandlimited to a bandwidth8sf) Hz in simulation results as first proof of concept. Further resean-
order to avoid spatial aliasing. volves inclusion of the feedback paths into the proposedrseh
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