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ABSTRACT

In this paper, we outline a basic framework for the reproduction of the wave field of moving virtual sound
sources. Conventional implementations usually reproduce moving virtual sources as a sequence of stationary
positions. This process leads to various artifacts as reported in the literature. On the example of wave
field synthesis, we show that the explicit consideration of the physical properties of the wave field of moving
sources avoids these artifacts and allows for the accurate reproduction of the Doppler Effect. However,
numerical simulations suggest that the artifacts inherent to the reproduction system can lead to a heavy
degradation of the reproduction quality.

1. INTRODUCTION

Since several decades, the problem of physically
recreating a given wave field has been addressed
in the audio community. Independent of the cho-
sen approach, two rendering techniques exist: Data
based and model based reproduction [1]. The for-
mer case aims at perfectly reproducing a captured
sound field. This situation will not be treated in
this paper. We concentrate on the latter case where
a sound scene is composed of a number of virtual
sound sources derived from analytical spatial source

models. For stationary virtual scenes accurate re-
production techniques exist. However, the reproduc-
tion of dynamic scenes implicates certain peculiari-
ties. This is mostly due to the fact that the speed
of sound in air is constant. When a source moves,
the propagation speed of the emitted wave field is
not affected. However, the emitted wave field differs
from that of a static source in various ways. For
example, sound waves emitted in the direction of
motion experience an increase in frequency, sound
waves emitted in opposite direction of motion expe-
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rience a decrease in frequency. The whole of these
alterations is known as Doppler Effect [2].
Typical implementations of sound field reproduction
systems do not take the Doppler Effect into account.
Dynamic virtual sound scenes are rather reproduced
as a sequence of stationary snapshots. Thus, not
only the virtual source also its entire wave field is
moved from one time instant to the next.
This concatenation leads to Doppler-like frequency
shifts. However, these frequency shifts occur due
to warping of the time axis rather than due to the
constant speed of sound, a circumstance which in-
troduces artifacts. The artifacts have been recently
discussed in the literature in the context of wave
field synthesis [3]. We are not aware of an accord-
ing publication focussing on alternative sound field
reproduction methods. See [4] for a treatment of
moving virtual sources in binaural (HRTF-based) re-
production. Note that the considerations presented
in the present paper are of relevance for sound field
reproduction approaches which employ time delays
in the procedure of yielding the loudspeaker driving
signals.
In this paper, we show that the mentioned artifacts
introduced by the process of concatenating station-
ary virtual source positions can be avoided when the
physical properties of the wave field of moving sound
sources are a priori taken into account. We derive a
mathematical expression for the wave field of a uni-
formly moving monopole source. On the example
of wave field synthesis, we show how such a system
can be driven accordingly and discuss the proper-
ties of the actual reproduced wave field by means of
numerical simulations.

2. WAVE FIELD OF A MOVING SOUND

SOURCE

The fundamental prerequisite for model-based sound
field reproduction is to have a description of the
sound field that is to be recreated. In this sec-
tion, we derive the wave field emitted by a moving
sound source. The presented approach is adopted
from [5, 6] and can be regarded as a generalization
of the approach described in [4]. The latter is re-
stricted to sound sources moving at speeds slower
than the speed of sound. For simplicity, we assume
a monopole sound source. However, the presented
approach also allows for the treatment of arbitrary
source types.
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Fig. 1: The coordinate system and geometry used
in this paper. The dots • denote the positions of the
secondary sources used for wave field synthesis. The
grey-shaded area denotes the listening area.

The time-domain free-field Green’s function of a
stationary sound source at position xs, i.e. its
spatio-temporal impulse response, is denoted
by g (x − xs, t). The time-domain Green’s
function of a moving sound source is then
g

(
x − xs(t̃(x, t)), t − t̃(x, t)

)
, whereby t̃(x, t) de-

notes the time instant when the impulse was emit-
ted. Confer to figure 2. g

(
x − xs(t̃(x, t)), t − t̃(x, t)

)

is referred to as retarded Green’s function [5]. t̃(x, t)
is dependent on the location of the receiver x and
the time t that the receiver experiences.
Assume a monochromatic harmonic source oscillat-
ing at angular frequency ωs. Its source function s0(t̃)
reads in complex notation

s0(t̃) = a0 · ejωs t̃ . (1)

In order to yield the wave field produced by a mov-
ing source with spatio-temporal impulse response
g

(
x − xs(t̃(x, t)), t − t̃(x, t)

)
driven by the signal

s0(t̃), we model s0(t̃) as a dense sequence of Dirac
pulses. Each Dirac pulse of the sequence multiplied
by g

(
x − xs(t̃(x, t)), t − t̃(x, t)

)
yields the wave field

created by the respective Dirac pulse. To yield the
wave field emitted due to the entire sequence of Dirac
pulses, we integrate over t̃ as

s(x, t) =

∞∫

−∞

s0(t̃) · g
(
x − xs(t̃), t − t̃

)
dt̃ , (2)

whereby we temporarily altered the nomenclature
for convenience (t̃ = t̃(x, t)).
Assuming a moving monopole sound source, its
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Fig. 2: Derivation of the Green’s function of a moving sound source.

Green’s function explicitly reads

g
(
x − xs(t̃(x, t)), t − t̃(x, t)

)
=

=
1

4π

δ
(

t − t̃(x, t) − |x−xs(t̃(x,t))|
c

)

|x − xs(t̃(x, t))| . (3)

Note that

τ(x, t) =
|x − xs(t̃(x, t))|

c
(4)

is referred to as retarded time [5]. It denotes the du-
ration of sound propagation from the source to the
receiver. In the remainder of this paper, M = v

c
de-

notes the Mach number.
For convenience, we assume the virtual source to
move uniformly along the x-axis in positive x-
direction (cf. also to section 5 and figure 2). At
time t̃0 = 0 the source is located at position xs(0).
For this particular source trajectory, the integral in
equation (2) can be solved via the substitution

u = t̃(x, t) + τ(x, t) (5)

and the exploitation of the sifting property of the
delta function [7]. The solution is then valid for all
points in space except for the instantaneous posi-
tion of the sound source where it exhibits a pole. It
turns out that the integral has different solutions for
M < 1, M = 1, and M > 1. In the remainder of
this paper, we exclusively treat the case of M < 1,

i.e. virtual sources moving at subsonic speeds. Note
however that the presented approach also allows for
the treatment of supersonic speeds.
For M < 1, the integral boundaries can be kept and
the solution, i.e. the sound field s(x, t) of a source
moving at a speed v < c reads then

s(x, t) =
1

4π
· s0(t̃(x, t))

Ψ(x, t)
, (6)

whereby

t̃(x, t) = t − MΦ(x, t) + Ψ(x, t)

c(1 − M2)
,

Ψ(x, t) =
√

Φ2(x, t) + y2 ,

Φ(x, t) = x − vt − xs(0) .

A snapshot of the wave field of a moving sound
source described by equation (6) is depicted in figure
3(a).
For M = 0, i.e. a static source, equation (6) reads

sM=0(x, t) =
1

4π
· s0(t − τ)

|x − xs|
(7)

which corresponds to the familiar expression for the
sound field of a static harmonic monopole sound
source (confer to equation (10)).

3. WAVE FIELD SYNTHESIS

In this section, we demonstrate how a moving vir-
tual sound source can be reproduced using the find-
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ings derived in section 2. Exemplarily, we use wave-
field synthesis (WFS) employing a linear array of
secondary sources (loudspeakers).
The theoretical basis of WFS employing linear sec-
ondary source arrays is given by the two-dimensional
Rayleigh I integral [8]. It states that a linear distri-
bution of monopole line sources is capable of repro-
ducing a desired wave field (a virtual source) in one
of the half planes defined by the secondary source
distribution. The wave field in the other half (where
the virtual source is situated) is a mirrored copy
of the desired wave field. For convenience, the sec-
ondary source array is assumed to be parallel to the
x-axis at y = y0 as depicted in figures 1 and 3(b).
The listening area is chosen to be at y > y0.
The two-dimensional Rayleigh I integral determines
the sound pressure pWFS(x, t) created by such a
setup reading

pWFS(x, t) =

∞∫

−∞

− ∂

∂n
s(x, t)|x=x0

︸ ︷︷ ︸

d(x0,t)

∗tg(x, t) dx0 .

(8)
s(x, t) denotes the sound field of the virtual source
and ∂

∂n
the gradient in the direction normal to the

secondary source distribution (confer also to figure
1). The asterisk ∗t denotes convolution with respect
to time.
The driving function d(x0, t) for a loudspeaker at po-
sition x0 is thus yielded by evaluating the gradient
of the desired virtual sound field in direction normal
to the loudspeaker distribution at the position of the
respective loudspeaker.
Note however that the virtual source’s wave field is
not perfectly reproduced in the receiver’s half-space.
This is due to the fact that the physical requirements
can not be perfectly fulfilled in practical implemen-
tations. Equation (8) requires an infinitely long con-
tinuous distribution of secondary sources, practical
implementations can only employ a finite number
of discrete loudspeakers. The array has thus a fi-
nite length. Furthermore, equation (8) requires sec-
ondary line sources which are positioned perpendicu-
lar to the receiver plane. Practical implementations
typically employ loudspeakers with closed cabinets
as secondary sources. These are more accurately de-
scribed by point sources rather than line sources.
This fact is known as secondary source mismatch

and has to be compensated for as

dcorr(x, t) = f(t) ∗t d(x, t) . (9)

f(t) is a filter with frequency response F (ω) =
2
√

2πjkdref, the asterisk ∗t denotes convolution with
respect to time, and dref denotes the reference dis-
tance from the secondary source array, to which the
amplitude of the reproduced wave field is referenced.
See [9] for a thorough treatment of the properties of
WFS.
For convenience, we do not explicitly compensate for
the secondary source mismatch in the expressions for
the driving functions. However, in the simulations
this compensation is performed.

3.1. Conventional driving functions

In this section, we briefly outline the two most com-
mon conventional approaches of implementing mov-
ing sound sources in WFS. What both approaches
have in common is the fact that they do not ex-
plicitly consider the physical properties of the wave
field of a moving source. The source motion is rather
modeled as a sequence of stationary positions. Thus,
not only the virtual source moves but also its entire
wave field. The difference between the approaches is
the consideration of the retarded time τ defined by
equation (4) as discussed below.
The starting point of all implementations is the wave
field of a monochromatic static monopole source
reading [10]

s(x, t) =
1

4π

s0

(

t − |x−xs|
c

)

|x − xs|
=

1

4π

s0 (t − τ)

|x − xs|
. (10)

Calculation the driving function as outlined in sec-
tion 3 yields

dτ (x, t) =
y

|x − xs|

(
1

|x − xs|
+

jωs

c

)

·s(x, t) . (11)

In equation (11), the retarded time is implicitly
correctly considered when static conditions are as-
sumed. This implies that the driving signal for a
given secondary source is yielded by a frequency de-
pendent scaling of the source signal and by delaying
the source input signal by tdelay = τ . Note that tdelay

features the retarded time τ as experienced by the
secondary source under consideration. For virtual
sources located far away from the secondary source
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array this implies relatively long delays.
The alternative to the approach given by equation
(11) is to shorten tdelay by the travel time τmin of
the sound wave from the virtual source to the clos-
est secondary source, i.e.

dτshort
(x, t) = dτ (x, t + τmin) . (12)

This procedure maintains the relative delays be-
tween the secondary sources and therefore ensures
the correct curvature of the reproduced sound wave.
It saves processing resources since the resulting de-
lays to be implemented are generally significantly
shorter than in equation (11).
As far as we are aware, equation (12) is the most
common implementation approach.

3.2. Proposed approach

Contrary to the common approach, we propose to
derive the secondary source driving function from
the wave field of the moving source. For a vir-
tual harmonic monopole sound source of angular
frequency ωs moving uniformly along the x-axis as
described in section 2, the driving function d(x, t)
reads

d(x, t) =
y

Ψ(x, t)

(
1

Ψ(x, t)
+

jωs

c(1 − M2)

)

×

× s(x, t̃(x, t)) . (13)

Note that d(x, t) in equation (13) implicitly includes
static virtual sources.
The wave field reproduced by a linear WFS array
driven by equation (13) is depicted in figure 3(b).
The overall length of the loudspeaker array is 8 m.
The virtual source moves at a speed v = 120m

s along
the x-axis in positive x-direction (M ≈ 1

3 ).

4. RESULTS

In this section, we present a number of simulations
in order to analyze the properties of the different
implementation approaches. We assume a linear ar-
ray of secondary monopole sources. The secondary
sources are placed at an interval of ∆x = 0.1 m
throughout the simulations. The loudspeaker array
is situated parallel to the x-axis and symmetrically
around the y-axis at y0 = 1 m except where stated
explicitly.
As inherent to WFS, the reproduced wave field only
approximates the desired one for y > y0. Due to the

fact that we assume secondary monopole sources,
the reproduced wave field on the other side of the
loudspeaker array (where y < y0) is a mirrored ver-
sion.
The different parameters of the simulation where
chosen such that the respective property of the re-
produced wave field under consideration is strongly
pronounced. The low energy artifacts apparent in
the spectrograms in figures 4, 5, and 7 arise due to
the properties of the short term Fourier analysis of
the signal.
All simulations were carried out at a temporal sam-
pling frequency of 44.1 kHz and the secondary source
driving signals were calculated sample-by-sample.
When we speak of the conventional implementation
approach, we refer to dτ (x, t) (confer to section 3.1),
except where stated explicitly.
We emphasize that all conclusions that we draw in
this section are yielded from the results of numeri-
cal simulations. We have not performed analytical
analyses to confirm the theses.

4.1. Artifacts reported in the literature

The artifacts arising in conventional WFS imple-
mentations of moving virtual sound sources are dis-
cussed in [3]. However, our own investigations sug-
gest some reinterpretations. We therefore review the
compilation given in [3] and comment on it consider-
ing the findings derived in this paper. Confer also to
section 4.2 for further interpretations of the results.

Doppler shift deviation The Doppler shift devi-
ation as referred to in [3] describes the discrepancy
between the measured/perceived frequency shift due
to the source motion in the conventional WFS im-
plementations and the frequency shift due to the
Doppler Effect. The frequency shift in the conven-
tional WFS implementations arises as a consequence
of a warping of the time axis. The frequency emitted
by a moving virtual source measured by a stationary
receiver when the source moves towards the receiver
increases linearly with the speed of the source. It will
not go to infinity as long as the source’s speed does
not do so. When a natural source moves towards
a receiver, the measured frequency increases faster
than linear with the source’s speed and approaches
infinity as the source’s speed approaches the speed
of sound.
This Doppler shift deviation is rather subtle for mod-
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(b) ℜ{pWFS(x, t0)}. The loudspeaker array indicated by
the dotted line is situated symmetrically around the y-
axis at y0 = 1 m and its overall length is 8 m. The
loudspeakers are positioned at intervals of ∆x = 0.1 m.
Tapering is applied.

Fig. 3: Simulated wave fields of a source oscillating monochromatically at fs = 500 Hz and moving along
the x-axis in positive x-direction at v = 120m

s . Due to the employment of the complex notation for time
domain signals (see equation (1)), only the real part ℜ{·} of the considered wave field is depicted. The wave
fields have been scaled to have comparable levels. The values of the sound pressure are clipped as indicated
by the colorbars.

erate source speeds. It is therefore hardly visible
in the spectrograms presented in this paper since
spectrograms in general suffer from the trade off
between time and frequency resolution. By com-
paring figures 4(a) and 4(b), it can be seen that
the measured/perceived frequency is slightly lower
in the conventional WFS implementation in figure
4(b) than with the natural source in figure 4(a) when
the virtual source moves towards the receiver.
When the source approaches the receiver, the mea-
sured frequency is substantially lower in the conven-
tional implementation for high source speeds. When
the source moves away from the receiver, the discrep-
ancy is less obvious.
See section 4.2 for comment on the Doppler shift
deviations present in the proposed approach.

Spectral broadening Besides the systematic
Doppler shift deviation, the second artifact in con-
ventional implementations reported in [3] which can
be exclusively attributed to a moving virtual source
is a broadening of the source’s temporal spectrum.

This artifact is considered to be the most disturbing
one. In [3] it is claimed that the spectral broad-
ening arises due to the fact that each secondary
source experiences a different time warping of its in-
put signal. Thus, for monochromatic signals each
secondary source also emits a monochromatic signal
but with a frequency individual to each secondary
source. The superposition of the wave fields of the
different secondary sources then exhibits are broader
temporal spectrum than the virtual source.
However, although this explanation sounds reason-
able, our simulations do not confirm that this spec-
tral broadening does indeed per se occur. The im-
plementation of dτshort

(x, t) (confer to section 3.1)
does introduce artifacts similar to a spectral broad-
ening. However, these artifacts turn out to be much
more subtle than intuitively expected, especially for
long secondary source arrays and virtual sources at
far distances from the secondary source array. When
dτ (x, t) is implemented, we do not find a consider-
able broadening at all in our simulations when the
virtual source is sufficiently far away from the sec-
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(a) Conventional implementation. Note that more trans-
positions occur at frequencies higher than depicted.
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(b) Proposed approach.

Fig. 6: Spectrograms of a virtual source travelling with v = 40 m/s and fs = 500 Hz observed at xmic =
[0 4]T m. The loudspeaker array has an overall length of 50 m and is located at y0 = 0.01 m. Values are
clipped as indicated by the colorbars.

ondary sources (i.e. a few meters).
Additionally to the conventional driving functions
discussed in section 3.1, the traditional WFS litera-
ture, e.g. [11], features alternative formulations. We
have not investigated their properties with respect
to moving virtual sources since they pose restrictions
even on stationary virtual sources. The application
of approximations in their derivation requires that
the virtual source be positioned sufficiently far away
from the secondary sources. The driving functions
given in section 3.1 themselves do not per se carry
along restrictions.
Our investigations revealed that severe artifacts
arise in the conventional WFS approaches (dτ (x, t)
and dτshort

(x, t), section 3.1) when the virtual sound
source moves at very close distances to the secondary
sources (at a few centimeters distance). Confer to
figure 6(a). It depicts the reproduced wave field
when the virtual source moves at a distance of 1 cm
behind the loudspeaker array. This circumstance is
not considered in [3].
Unfortunately, the signals in the spectrograms which
are used to illustrate the spectral broadening in [3]
seem to suffer from prominent truncation artifacts
(confer to section 4.2) which make their interpreta-

tion hard. Furthermore, the virtual source is rela-
tively far away from the secondary sources. No fur-
ther numerical evidence of the spectral broadening
is given in [3].
Confer to figure 4 for our respective simulations. All
spectrograms ibidem suffer from a spectral broaden-
ing at first sight. However, this seeming spectral
broadening is a consequence of the applied short
time analysis and should not be misinterpreted as
inherent to the signal [7].

4.2. Artifacts present in the proposed approach

Inspection of the simulations presented in this paper
suggests that the reproduced wave field does suffer
from a number of artifacts even if the presented ap-
proach is applied. However, there are indications
that these artifacts are not directly related to the
source motion. It is rather such that the artifacts
of which WFS inherently suffers from get a more
prominent quality due to the time-variant property
of the reproduced wave field [12]. This circumstance
is discussed in this section.
Note that the artifacts presented in this section are
also apparent in conventional implementations.
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(a) No tapering applied.
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(b) Cosine tapering.

Fig. 7: Spectrograms of a virtual source travelling with v = 40 m/s and fs = 500 Hz observed at xmic =
[0 4]T m. The loudspeaker array has an overall length of 20 m and is located at y0 = 1 m. Values are
clipped as indicated by the colorbars.

Truncation artifacts Practical implementations
of WFS systems always employ secondary source ar-
rays of finite length although the physical theory
requires an infinite array. As consequence, the re-
produced wave field suffers from artifacts which ap-
pear as the wave field of point sources situated at
the ends of the secondary source array [11]. This
is a very subtle disturbance with stationary virtual
sources. However, for moving virtual sources, the
truncation artifacts appear as delayed respectively
anticipated echoes of the moving source (confer to
figure 7(a)). When the secondary source distribu-
tion is long, the echoes are audible as such. When
the secondary source distribution is only a few me-
ters long, the echoes appear close in time to the vir-
tual source and their combination results in strongly
disturbing beats which can be perceived as spectral
broadening.
In order to minimize truncation artifacts, tapering
can be applied [11]. Tapering is an attenuation of the
secondary source driving signal towards the ends of
the array (confer to figure 7(b)). Different weighting
functions can be applied having different side effects.
In figure 7(b), a raised-cosine window was chosen.
Note that as a consequence of tapering, moving

sources become audible later and disappear faster.

Spatial aliasing Spatial aliasing artifacts consti-
tute a distortion of the spatial structure of the re-
produced wave field [13]. When a sound source is
moving, even for monochromatic sound sources, the
frequency of the reproduced wave field is both time
and position dependent. The spatial distortion of
such a wave field introduces strongly audible arti-
facts. This can be observed in figure 5. The source
frequency ωs is successively doubled from figure 5(a)
to figure 5(c). The higher ωs the more transposed
copies of the source arise. Their combination results
in strongly audible beats and can be perceived as
spectral broadening.
Note that the spatial aliasing frequency of the loud-
speaker array employed in the simulations, i.e. the
frequency above which spatial aliasing occurs, is
falias ≈ 1700 Hz [13].

Amplitude errors Our investigations do not al-
low to draw conclusions about the consequences of
the WFS-inherent amplitude errors [12].
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(a) Sound source.
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(b) WFS conventional implementation.
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(c) Proposed approach.

Fig. 4: Spectrograms of a virtual source travelling
with v = 40 m/s and fs = 500 Hz observed at xmic =
[0 4]T m. The WFS array has an overall length of
50 m and is located at y0 = 1 m. Values are clipped
as indicated by the colorbars.
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Fig. 5: Spectrograms of a virtual source travelling
with v = 40 m/s emitting different frequencies fs

observed at xmic = [0 4]T m. The WFS array has
an overall length of 50 m and is located at y0 = 1 m.
Values are clipped as indicated by the colorbars.
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Deviation of the Doppler shift Comparison of
figures 4(a) and 4(c) reveals that also the present
approach suffers from a deviation of the frequency
shift caused by the source motion compared to
the Doppler shift. However, the extremals of the
preceived/measured frequency correspond closely to
those created by a natural source. This holds true
even for very high source speeds. The transition
of the preceived/measured frequency from one ex-
tremal to the other - when the virtual source passes
the receiver - shows some deviations.
The simulations presented in this paper do not give
hints on the cause for this deviation. Informal listen-
ing suggests that the deviation is hardly perceptible,
even in an A-B-comparison.

Other As mentioned in section 4.1, severe artifacts
arise in the conventional WFS approaches when the
virtual sound source moves at very close distances
to the secondary sources (at a few centimeters dis-
tance). According to our simulations, the presented
approach is robust towards this. Confer to figure
6(b). It depicts the reproduced wave field when the
virtual source moves at a distance of 1 cm behind
the loudspeaker array.

5. ARBITRARY TRAJECTORIES AND IMPLE-

MENTATION

In order to keep the equations simple, we assumed in
the above derivation that the virtual source moves
uniformly along the x-axis. In order to enable arbi-
trary source trajectories, the formulation has to be
modified. The instantaneous position xs(t̃(x, t)) of
the sound source in equation (3) has to be replaced
by

xs(t̃(x, t)) = xs(t̃0) +

t̃(x,t)∫

t̃0

v(t) dt , (14)

whereby the instantaneous speed v(t) is a vector.
v(t) itself is the integration over the instantaneous
acceleration a(t) with respect to time.
However, the solution to the integral in equation (2)
can be unknown. As a work around, the source tra-
jectory can be assumed to be piece-wise linear with
constant speed. Then, the approach presented in
this paper can be directly applied.
It might be favorable to turn and translate the co-
ordinate system such that the virtual source always

moves on the x-axis. In this case, care has to be
taken that the gradient in equation (8) is taken prop-
erly with respect to the normal vector of the sec-
ondary source distribution. This operation can be
comfortably implemented. The driving function ex-
pressed in dependency of the direction of the normal
vector n = [cos αn sinαn]T reads

d(x, t) =

=

[

cos αn

(
Φ(x, t)

Ψ2(x, t)
+

jωs

c(1 − M2)

(

M +
Φ(x, t)

Ψ(x, t)

))

+

+sin αn

y

Ψ(x, t)

(
1

Ψ(x, t)
+

jωs

c(1 − M2)

)]

×

× s(x, t̃(x, t)) . (15)

Confer to figure 8.
Note that equation (15) describes the driving func-
tion for monochromatic signals. The factor ωs con-
stitutes a frequency dependent weight. For broad-
band signals, this frequency dependent weighting is
essentially a filtering operation. Comparable filter-
ing also occurs in the reproduction of static virtual
sources [9].
The treatment of arbitrarily shaped secondary
source arrays is straightforward. In that case, a
modified version of the Kirchhoff-Helmholtz inte-
gral replaces the Rayleigh integral in equation (8)
[9]. Since the secondary sources are mutually in-
dependent, the directive for the calculation of the
secondary source driving signal stays essentially the
same and equation (15) can be applied. Note that
for arbitrarily shaped secondary source arrays, a sec-
ondary source selection has to be additionally per-
formed [14].
The implementation requires furthermore the abil-
ity to evaluate the source input signal continuously.
For this operation, numerous approaches exist. The
most important of which can be found in [15].

6. CONCLUSIONS

A basic theoretical framework for the reproduction
of moving virtual sound sources was presented. On
the example of wave field synthesis it was demon-
strated that the explicit consideration of the phys-
ical properties of the wave field of a moving source
avoids artifacts particular to conventional implemen-
tations. Doppler Effects both for moving sources and
inherently also for moving listeners are accurately
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αn

x
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n

xs(t̃)

v
secondary source distribution

Fig. 8: Example of a curved secondary source ar-
ray. The dot • denotes the position of the considered
secondary source. The grey-shaded area denotes the
listening area.

reproduced. The frequency shift observed by a re-
ceiver does not match perfectly the one occurring for
real sources. However, informal listening suggests
that this deviation is perceptually not significant. A
thorough analytical and perceptual analysis of this
circumstance is beyond the scope of this paper.
It turned out that what was referred to in the litera-
ture as artifacts of the reproduction system can not
be assigned to the reproduction method. It is rather
such the description of the wave field of the mov-
ing virtual source as a sequence of stationary posi-
tions is not appropriate. This description represents
a physically non-meaningful wave field and there-
fore any sound field reproduction technique driven
by this approach will reproduce a physically non-
meaningful wave field. It can be assumed that the
findings derived in this paper also hold true for any
type of sound field reproduction method that em-
ploys time delays in the derivation of the secondary
source driving signals.
Real-world implementations of WFS suffer from a
number of unavoidable artifacts due to the fact
that the physical basis of WFS can not be per-
fectly implemented. For static virtual sound sources,
these inherent artifacts are reported to be of mi-
nor perceptual significance. Simulations presented
in this paper suggest that some of these inherent
artifacts are strongly audible with moving virtual
sources. Most notably, spatial aliasing is suspected
to cause a major degradation of the reproduction
accuracy by widening the virtual source’s temporal
spectrum. Artifacts due to the employment of finite
length loudspeaker arrays (truncation artifacts) can

be strongly attenuated by applying appropriate ta-
pering. The consequence of the WFS-inherent am-
plitude error can not be assessed by means of the
presented results. Contrary to conventional imple-
mentations, our approach does not introduce addi-
tional artifacts, when a virtual source moves in the
vicinity of the secondary sources.
Further research work on this topic includes the
treatment of virtual sources moving at supersonic
speeds, compensation for the inherent frequency
shifts which are unwanted in certain applications,
and focussing of moving virtual sources.
Finally, a thorough analysis of the remaining arti-
facts both analytically and perceptually has to be
conducted.
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