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Abstract: Spatial encoding refers to the representation of a sound field which allows storage and transmission of the
latter. In the Ambisonics context, sound fields can be spatially encoded when their spherical wave spectrum is band-
limited. The process of deriving appropriate loudspeaker driving signals in order to reproduce an encoded sound field
is known as spatial decoding. Care has to be taken when virtual sound sources are positioned such that they appear
inside a given loudspeaker setup for which they are decoded.The properties of the mathematical formulation make
the reproduced sound field deviate strongly from the desiredone in certain receiver positions. In this contribution we
demonstrate by means of a two-dimensional scenario how the concept of focused virtual sound sources can be applied in
order to optimize the reproduction accuracy.
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1 INTRODUCTION

Sound field reproduction techniques like higher order Am-
bisonics and wave field synthesis employ a large number of
loudspeakers to physically reproduce a desired sound field
over an extended listening area. Theoretically, these meth-
ods are only capable of reproducing virtual sound sources
which are positioned outside of the listening area (“behind
the loudspeakers”). By reproducing a sound field which
converges in one half-space towards a focus point and di-
verges in the other half-space, thetarget half-space, the per-
ception of virtual sound sources inside the listening area can
be elicited for listeners in the diverging part of the sound
field. Such a situation is referred to as reproduction of afo-
cused virtual sound source.
While being an established technique in wave field synthe-
sis, e.g. [1, 2], focused sources have received far less at-
tention in higher order Ambisonics and related approaches.
To our awareness, publicly available work is restricted
to [3, 4, 5].
In this contribution, we revisit the published approaches and
present a comparison of properties and restrictions. We con-
centrate on the peculiarities which arise in the spatial encod-
ing and decoding procedures which are widely employed in
the Ambisonics-like approaches.

2 NOMENCLATURE AND MATHEMATICAL
PRELIMINARIES

For convenience, we restrict our considerations to two spa-
tial dimensions. This means in this context that a sound field
under consideration is independent from one of the spatial
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Figure 1: The coordinate system used in this paper. The
dashed line indicates the secondary source distribution.

coordinates, i.e.P (x, y, z, ω) = P (x, y, ω). Refer to Sec.3
for an outline of the consequences of this assumption.
The two-dimensional position vector in Cartesian coordi-
nates is given asx = [x y]T . The Cartesian coordinates
are linked to the polar coordinates viax = r cosα and
y = r sin α. Refer to the coordinate system depicted in
Fig. 1.
The acoustic wavenumber is denoted byk. It is related
to the temporal frequency byk2 =

(
ω
c

)2
with ω be-

ing the radial frequency andc the speed of sound. Out-
going monochromatic cylindrical waves are denoted by
H

(2)
0 (ω

c
r). The imaginary unit is denoted byj (j =

√
−1).

A propagating two-dimensional sound fieldP (x, ω) can be



by described by its circular harmonics expansion as [6]

P (x, ω) =

∞∑

ν=−∞

P̆ν(ω)Jν

(ω

c
r
)

︸ ︷︷ ︸

=P̊ν(r,ω)

ejνα , (1)

wherebyJν(·) denotes theν-th order Bessel function.
The Fourier series expansion coefficients̊Pν(r, ω) of
P (x, ω) can be obtained via [6]

P̊ν(r, ω) =
1

2π

∫ 2π

0

P (x, ω)e−jνα dα . (2)

3 SOUND FIELD REPRODUCTION

In this section, we briefly review the general approach pre-
sented by the authors in [7, 8]. Its physical fundament is
the so-calledsimple source approachand it can be seen as
an analytical formulation of what is known as higher order
Ambisonics (see e.g. [9]). The simple source approach for
interior problems states that the acoustic field generated by
events outside a volume can also be generated by a contin-
uous distribution of secondary simple sources enclosing the
respective volume [6].
As stated in section2, we limit our derivations to two-
dimensional reproduction for convenience. Furthermore,
we assume the distribution of secondary sources to be circu-
lar. In order to fulfill the requirements of the simple source
approach and therefore for artifact-free reproduction, the
sound fields emitted by the secondary sources have to be
two-dimensional. We thus have to assume a continuous
circular distribution of secondary line sources positioned
perpendicular to the target plane (the receiver plane) [6].
Our approach is therefore not directly implementable since
loudspeakers exhibiting the properties of line sources are
commonly not available. Real-world implementations usu-
ally employ loudspeakers with closed cabinets as secondary
sources. The properties of these loudspeakers are more ac-
curately modeled by point sources.
The main motivation to focus on two dimensions is to keep
the mathematical formulation simple in order to illustrate
the general principle of the presented approach. The exten-
sion both to three-dimensional reproduction (i.e. spherical
arrays of secondary point sources) and to two-dimensional
reproduction employing circular arrangements of secondary
point sources is straightforward and can be found e.g. in [7].

Derivation of the secondary source driving function

The reproduction equation for a continuous circular distri-
bution of secondary line sources and with radiusr0 centered
around the origin of the coordinate system is given by

P (x, ω) =

∫ 2π

0

D(α0, ω) G2D(α−α0, r, ω) r0 dα0 , (3)

wherex0 = r0 · [cosα0 sin α0]
T . P (x, ω) denotes the re-

produced sound field,D(α0, ω) the driving function for the
secondary source situated atx0, andG2D(α − α0, r, ω) its
two-dimensional spatio-temporal transfer function.

A fundamental property of (3) is its inherent non-
uniqueness and ill-posedness [10]. I.e. in certain situations,
the solution is undefined and so-calledcritical or forbidden
frequenciesarise. The forbidden frequencies are discrete
and represent the resonances of the cavity under consid-
eration. However, there are indications that the forbidden
frequencies are only of minor relevance when practical im-
plementations are considered [6].
Equation (3) constitutes a circular convolution and therefore
the convolution theorem

P̊ν(r, ω) = 2πr0 D̊ν(ω) G̊ν(r, ω) (4)

applies [11]. P̊ν(r, ω), D̊ν(ω), and G̊ν(r, ω) denote the
Fourier series expansion coefficients ofP (x, ω), D(α, ω),
andG2D

(
x − [r0 0]T

)
1.

From (4) and (1) we can deduce that

D̊ν(ω) =
1

2πr0

P̊ν(r, ω)

G̊ν(r, ω)
= (5)

=
1

2πr0

P̆ν(ω) · Jν

(
ω
c
r
)

Ğν(ω) · Jν

(
ω
c
r
) . (6)

For Jν

(
ω
c
r
)

6= 0 the Bessel functions in (6) cancel out
directly. WhereverJν

(
ω
c
r
)

= 0 de l’Hôpital’s rule [13]
can be applied to proof that the Bessel functions also cancel
out in these cases, thus making̊Dν(ω) and therefore also
D(α0, ω) independent from the receiver position.
Introducing the result into (1) finally yields the secondary
source driving functionD(α0, ω) for a secondary source
situated at positionx0 reproducing a desired sound field
with expansion coefficients̆Pν(ω) reading

D(α, ω) =
1

2πr0

∞∑

ν=−∞

P̆ν(ω)

Ğν(ω)
ejνα , (7)

whereby we omitted the index0 in α0.
We assume monopole line sources in the remainder of
this paper for convenience. The two-dimensional free-field
Green’s functionG2D(x − x0, ω) representing the spatio-
temporal transfer function of a secondary source at position
x0 is then the zero-th order Hankel function of second kind
j
4H

(2)
0

(
ω
c
|x − x0|

)
[6].

Equation (7) can be verified by inserting it into (3). After
introducing the Fourier series expansion of the secondary
source sound fields according to (1), exchanging the or-
der of integration and summation, and exploitation of the
orthogonality of the circular harmonicsejνα [6] one ar-
rives at the Fourier series expansion of the desired sound
field, thus proving perfect reproduction. Note however that
the coefficients̆Pν(ω) respectivelyĞν(ω) are typically de-
rived from interior expansions. This implies that the de-
sired sound field is only correctly reproduced inside the sec-
ondary source distribution.

1Note that the coefficients̊Gν(r, ω) as used throughout this paper as-
sume that the secondary source is situated at the position(r = r0, α = 0)
and is orientated towards the coordinate origin [7, 12]
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The infinite summation in (7) can of course not be per-
formed in practical implementations. Therefore, a bandlim-
ited approximationDN (α, ω) of D(α, ω) is employed read-
ing

DN (α, ω) =
1

2πr0

N∑

ν=−N

P̆ν(ω)

Ğν(ω)
ejνα ≈ D(α, ω) . (8)

As a consequence of the discretization of the secondary
source distribution which has to be performed in practical
implementations, the bandwidthN of DN (α, ω) is chosen
according to the desired properties in terms of spatial alias-
ing [8]. One also speaks ofN -th order reproduction.
For convenience, we exclusively employ continuous sec-
ondary source distributions and chooseN either arbitrarily
or according to the limitations which arise in the situation
under consideration.

4 SPATIAL ENCODING AND DECODING

The spatial sound field encoding and decoding procedure
outlined in this section was introduced in the context of
Ambisonics [9]. The encoding procedure yields a repre-
sentation of a sound scene which is independent from the
loudspeaker geometry and allows for the storage and trans-
mission of the sound scene. The decoding procedure yields
the loudspeaker driving signals for an encoded scene for a
given loudspeaker distribution. Note that both model-based
and data-based sound scenes can be encoded as explained
in Sec.6 and Sec.7.
A two-dimensional sound fieldP (x, ω) to be reproduced
can be spatially encoded when it is known on a circle with
radiusrref and when it is spatially bandlimited:

P (x, ω) =

N∑

ν=−N

P̊ν(rref, ω) ejνα , (9)

P (x, ω) has to be free of sound sources forr < rref. The
latter is a crucial condition as we will explain in detail in
Sec.5.1.
The correspondences of the coefficientsP̊ν(rref, ω) in the
time domain2 can be stored and transmitted [9]. Note that
P̊ν(rref, ω) is also referred to as circular wave spectrum [6].
It is not advisable to store the coefficients̆Pν(ω) (refer
to (1)), since they diverge at low frequencies for all expan-
sion ordersν 6= 0 [14, 15].
In order to decode (i.e. in order to reproduce) an encoded
sound field on a given secondary source distribution, we
recall (5) and (6) from Sec.3. It was shown that calculat-
ing the secondary source driving functionD(α, ω) via the
coefficientsP̆ν(ω) andĞν(ω) in (5) is equivalent to calcu-
lating D(α, ω) via the Fourier series coefficients̊Pν(r, ω)
andG̊ν(r, ω) in (6). It is therefore legitimate to determine

2In the Ambisonics context, these signals are termedAmbisonics sig-
nals and are defined sightly differently [9]. The long evolution of Am-
bisonics techniques has introduced a number of conventionswhich we oc-
casionally elide for didactic reasons.

D(α, ω) (i.e. to decodeP (x, ω)) via

D(α, ω) =

N∑

ν=−N

1

2πr0

P̊ν(rref, ω)

G̊ν(rref, ω)
ejνα . (10)

The coefficients̊Gν(rref, ω) represent the properties of the
secondary source distribution under consideration, i.e. its
radiusr0 and radiation characteristics [12].
The encoding/decoding procedure presented above differs
from the classic higher order Ambisonics procedure as pre-
sented e.g. in [9]. The main drawback of the latter is the
fact that the secondary sources are assumed to be omnidi-
rectional. As shown in [12], this assumption is an unneces-
sary restriction.
The decoding operation as represented by (10) is not di-
rectly applicable since the denominator̊Gν(rref, ω) can
exhibit zeros especially when a large frequency range is
considered. Elaborating the presented encoding/decoding
scheme to reach practicability is beyond the scope of this
paper and will be published in the near future. We stick on
the presented procedure for the purpose of illustrating the
general idea of spatial encoding and decoding.

5 FOCUSED VIRTUAL SOUND SOURCES

5.1. Limitations of the reproduction of non-focused vir-
tual sound sources

Before we introduce the concept of focused virtual sound
sources, we review the limitations of conventional (non-
focused) virtual sound sources which make the employ-
ment of focused virtual sound sources necessary. Exemplar-
ily, we assume the virtual source as well as the secondary
sources to be monopole line sources.
The sound fieldS(x−xs, ω) of such a monopole line source
situated at positionxs is given by [15]

S(x − xs, ω) =
j

4
H

(2)
0

(ω

c
|x − xs|

)

=

=







∑
∞

ν=−∞

j

4
H(2)

ν

(ω

c
rs

)

e−jναs

︸ ︷︷ ︸

S̆ν(ω)

Jν

(
ω
c
r
)
ejνα

for r ≤ rs
∑

∞

ν=−∞

j
4Jν

(
ω
c
rs

)
e−jναsH

(2)
ν

(
ω
c
r
)
ejνα

for rs ≤ r

.

(11)

In other words, the coefficients̆Sν(ω) which the driving
function features are only valid forr ≤ rs. As long as the
radiusr0 of the secondary source distribution under consid-
eration is smaller thanrs, the coefficients̆Sν(ω) are valid
over the entire receiver area and no problems arise. This
situation is illustrated in Fig.2(a).
However, forr0 > rs the sound field

Prepr(x, ω) =

∞∑

ν=−∞

S̆ν(ω) Jν

(ω

c
r
)

ejνα (12)
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Figure 2: Illustration of a continuous circular distribution of secondary line sources with a radius ofr0 = 1.5 m repro-
ducing a virtual line source at position (rs = 3 m, αs = π

2 ). The emitted frequency isf = 1000 Hz. The values are
clipped as indicated by the colorbar. The dotted line indicates the secondary source distribution.N = 27.
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Figure 3: Illustration of a continuous circular distribution of secondary line sources with a radius ofr0 = 1.5 m repro-
ducing a virtual line source at position (rs = 0.7 m, αs = π

2 ). The emitted frequency isf = 1000 Hz. The values are
clipped as indicated by the colorbar. The dotted line indicates the secondary source distribution.N = 27.
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Figure 4: Illustration of a continuous circular distribution of secondary line sources with a radius ofr0 = 1.5 m repro-
ducing a virtual line source at position (rs = 0.7 m, αs = π

2 ). The emitted frequency isf = 1000 Hz. The values are
clipped as indicated by the colorbar. The dotted line indicates the secondary source distribution.N = 16 and angular
weighting is applied.
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is reproduced at all locations wherer < r0. This situation
is illustrated in Fig.3(a). For r ≤ rs, Prepr(x, ω) does co-
incide with the desired sound field and no problems arise at
first sight.
However, atrs < r < r0, Prepr(x, ω) does not coincide
with the desired sound field [3, 14]. Actually, it is not such
that the chosen method fails. The method is driven to re-
produce (12) and this is what it does. The crucial point is
that (12) does not perfectly represent what is desired. It
does only represent a point source atxs for r ≤ rs. For
rs < r, (12) is mathematically well defined but its physi-
cal meaning is very different from the sound field of a point
source.
Of course, the smallerrs, the smaller is the region of ac-
curate reproduction. Clearly, forrs = 0 reproduction fails
entirely.
It has to be noted that in the sound field depicted in Fig.3(a),
the secondary sources are driven at extremely high levels
and a significant amount of destructive interference takes
place at locationsr ≤ rs. The reproduced sound field
is therefore very sensitive towards misplacement and mis-
match of loudspeakers when a practical implementation is
considered.

5.2. Focused virtual sources by angular weighting

The results presented in this section have partly been de-
rived in [3] whereby the investigation was driven by aspects
of implementation. In personal correspondence the author
of [5] announced the outline of an approach employing a
modification of the encoding procedure in order to avoid
excessive energy components in the decoded signals lead-
ing to similar properties of the reproduced sound field. The
latter approach will focus on filter design aspects in order to
achieve an efficient implementation.
In this section, we revisit the subject of [3, 5] and treat it
from a physical perspective in order to illustrate the basic
properties of the reproduced sound field.
A closer look at the properties of (12) for r > rs shows
that it is actually the higher orders which introduce a high
amount of energy at low frequencies into the driving func-
tion [14]. Compare Fig.2(b)and Fig.3(b).
From Fig.2(b) is is evident that for sources outside the lis-
tening area, the energy of the driving function fades out
towards high orders. On the contrary, for sources inside
the secondary source distribution the energy is lowest at
low orders and steadily rises towards high orders. Refer
to Fig.3(b).
Fortunately, only the lower orders are required in order to
achieve accurate reproduction around the center of the sec-
ondary source distribution. It was therefore proposed in [3]
to use only these lower orders in order to get rid of the
high energy components in the driving function of virtual
sources inside the secondary source distribution.
Sharply bandlimiting the driving function is not optimal be-
cause it leads to an uneven amplitude distribution of the
reproduced sound field. Better results are obtained when
higher orders are smoothly faded out. We refer to the pro-
cedure described above asangular weighting.

Fig. 4 is the correspondence to Fig.3 whereas in the for-
mer, a cosine shaped window was applied in the angular
frequency domain. This window is given by

wν =

{
1
2

(

cos
(

ν
N(f)π

)

+ 1
)

∀ |ν| ≤ N(f)

0 elsewhere
. (13)

The bandwidthN(f) of the driving function was chosen for
each frequencyf under consideration such that those orders
exhibiting high energy are not contained. Note, that for di-
dactic reasons, we applied the angular windowwν on the
driving function. It may as well be applied in the encoding
procedure represented by (9). Refer to Fig.6 described in
Sec.5.4.
After applying an angular window, it is indeed such that
the reproduced sound field converges towards a focus point
at the position of the intended virtual source and then di-
verges into the target half-space whose boundary contains
the center of the secondary source distribution. In the con-
text of wave field synthesis such a focus point between a
converging and diverging wave field is termedfocused vir-
tual sound source. Note that the focused source achieved
by angular weighting always radiates towards the center of
the secondary source distribution.
The reproduction of focused virtual sound sources is actu-
ally a special case ofacoustic focusing[16]. The latter is
a technique which aims at the concentration of acoustical
energy in a small spot. Unlike with focused sources no at-
tention is payed to the fact in what regions the synthesized
sound field converges and diverges.
We emphasize the fact that focused virtual sources achieved
by angular weighting can only be encoded/reproduced up to
a given order which depends on the position of the source.
This circumstance is independent from the properties of the
secondary source distribution employed. Refer to Sec.5.4
for a discussion of the physical justification to achieve fo-
cused virtual sound sources by applying angular weighting.

5.3. Focused virtual sources by explicit modeling

In this section we briefly review the concept ofexplicitly
modelingfocused virtual sound sources as presented by the
authors in [4]. The basic idea is to model the desired sound
field to be reproduced such that its closed-form description
is valid over the entire receiver area (i.e. the region bounded
by the secondary source distribution) in order to make the
properties of the reproduced sound field predictable.
As a consequence of causality, it is impossible to reproduce
a virtual sound source which is positioned inside the sec-
ondary source distribution. What can be achieved is the
reproduction of a sound field which converges in one half-
space towards a focus point and diverges in the other half-
space (thetarget half-space). The diverging part of the re-
produced sound field can be controlled such that it resem-
bles the sound field of a sound source at the position of the
focus point.
The concept of explicitly modeling focused virtual sound
sources has been presented in [4] for two-dimensional re-
production of a focused point source and it has been re-
stricted to the purely propagating part of the latter. Both
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Figure 5: Definition of the quantities apparent in (14). The
focus point is situated at positionxfoc. The normal vector
n points into the target half-space which is indicated by the
grey-shaded area and bounded by the dashed line.

restrictions do not constitute principle limitations of the
method but are rather a matter of convenience: Focused
point sources are mathematically and conceptually the sim-
plest case, and the fact whether evanescent components are
perceptually significant and even audible is not clear. Fi-
nally, there are indications that according evanescent com-
ponent of a point source can not be recreated over an ex-
tended area.
The modeling of such a propagating sound field with a focus
point involves three major steps: a) Decompose a monopole
(or other) source at the intended position of the focus point
into a continuum of plane waves, b) identify those plane
wave components propagating into the desired target half-
space, c) construct the desired sound field from the plane
wave representation of step b). As a consequence of causal-
ity, the modeled sound field converges towards the focus
point in the half-space other than the target half-space.
Note that the time-reversal approach applied in wave field
synthesis [1] actually implicitly models such a sound field
converging and diverging in different half-spaces [2].
The explicitly modeled sound field of a focused source at
positionxfoc with nominal orientationαn is given by [4]

P (x, ω) =

∞∑

ν=−∞

Jν

(ω

c
r
)

ejνα×

×
∞∑

η=−∞

wη j−η e−jηαnJν−η

(ω

c
rfoc

)

e−j(ν−η)αfoc

︸ ︷︷ ︸

= S̆(ω)

.

(14)

Refer to Fig.5 for a graphical illustration of the setup.
w̆η represent the coefficients of a window function applied
on the plane wave representation in step b). In [4] a rect-
angular window is employed. For convenience we use a

cosine-shaped window in this contribution since it causes
a smoother amplitude distribution of the reproduced sound
field over space by the cost of a marginally smaller target
area. In this case

w̆η =







π
2 for |η| = 1

1
2

(
1

1−η
+ 1

1+η

)

(j−η + jη) elsewhere

.

(15)
Note that the window with coefficients̆wη in (14) is applied
in a different domain thanwν (13).
We want to emphasize that in (14), no restriction is posed
neither onxfoc nor onαn nor on the maximum orderN
which can be employed.

5.4. Comparison of the two approaches

Fig. 6 and Fig.7 illustrate the two alternative approaches
- angular weighting (Fig.6) and explicit modeling (Fig.7)
- independent from the secondary source distributions. In
other words, the two figures depict the sound fields which
are encoded for a regular decoding process as given by (10).
In both Fig.6(a) and Fig.7(a), the depicted sound fields
converge in the half-space wherey > 0.7 m towards the fo-
cus point and diverge in the target half-space wherey < 0.7
m. For the explicitly modeled focused source, this behavior
is not surprising since it has been modeled alike. This ap-
proach is physically perfectly justified.
For the angularly weighted focused source, the above de-
scribed behavior is surprising at first sight. Mostly because
the mathematical expression describing the sound field, i.e.

S(x, ω) =

N∑

ν=−N

wν S̆ν(ω) Jν

(ω

c
r
)

ejνα (16)

with wν given by (13), is derived from an interior expansion
(refer to (11) case 1) which is only valid forr < rs. As a
consequence, (16) is valid only there in a strict sense [6].
On the other hand, (16) describes by definition a sound field
which is physically possible [6]. It is derived from a sound
field which diverges atr < rs. Again as a matter of causal-
ity, there seems to be no other way than (16) being a sound
field which diverges also at all other locations in the half-
space containing the coordinate origin bounded by the tan-
gent on the strict validity region through the focus point.
A thorough comparison of Fig.6(b) and Fig.7(a)suggests
that the amplitude distribution is slightly better balanced
over the entire target-half space for the explicitly modeled
focused source. However, it is likely that the application of
more sophisticated angular windows in the angular weight-
ing approach is able to even out the short comings apparent
in Fig. 6(b).
The amplitude decays in both approaches are depicted in
Fig.8 along they-axis together with the amplitude decay of
a monopole line source which represents the desired prop-
erties. Fig.8 suggests that the amplitude decays at the po-
sitions shown are accurate enough to be perceptually con-
vincing.
The most important difference between the explicit mod-
eling and the angular weighting approach is the fact that
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Figure 6: Focused source by angular weight at position withN = 16. The emitted frequency isf = 1000 Hz. The values
are clipped as indicated by the colorbar. The dotted line encloses the strict region of physical validity.
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Figure 7: Focused source withN = 16. The emitted frequency isf = 1000 Hz. The values are clipped as indicated by
the colorbar. The dotted line represents the boundary of thetarget half space.

the nominal orientation of the focused source can be freely
chosen in the explicit modeling approach whereas it always
points towards the center of the secondary source distribu-
tion in the angular weighting approach. The cost for this
freedom in the explicit modeling approach is a significantly
higher computational complexity.
The fact that the spatial bandwidth (i.e. the maximum order)
of the focused source is inherently limited in the angular
weighting approach has not been found to be a restriction.
The properties of the created sound field in the angular
weighting approach can not be well controlled for virtual
sources close to the center of the secondary source distribu-
tion since only very few orders can be employed. For virtual
sources at the center, the approach fails. As a workaround,
virtual sources can be reproduced at a location at some dis-
tance from the center which can be assumed to be percep-
tually acceptable.
Note that it can not be judged at this stage whether the angu-
lar weighting approach can be applied on any type of sound
source since to ultimate physical justification has not been

found. However, it is likely that no fundamental restrictions
arise.

6 DATA-BASED REPRODUCTION

Data-based reproduction refers to the reproduction of
recorded signals [17]. In the Ambisonics context, record-
ings are typically made using a spherical microphone ar-
ray with which the spherical harmonics coefficients of the
recorded wave field can be extracted [18]. For the two-
dimensional scenario employed in this paper, the micro-
phone array is circular and the coefficientsP̊ν(rref, ω) (refer
to (9)) are extracted.rref represents the radius of the mi-
crophone distribution. The coefficients̊Pν(rref, ω) can be
directly inserted in (9) and therefore, encoding is straight-
forward.
It has to be noted that practical constraints like the dis-
crete property of the employed microphone distributions
and measurement noise restrict the recording to a few lower
spatial modesν [18, 19]. For convenience, we limit the in-
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Figure 8: Cross sections through Fig.6(b) (green) and
Fig. 7(b) (red) along they-axis. The blue line indicates the
amplitude decay of a monopole line source whose position
coincides with that of the focus points.

vestigation to physical aspects. Practical challenges in the
Ambisonics context are discussed e.g. in [20].
The coefficients̊Pν(rref, ω) which are extracted represent
an expansion of the recorded wave fields around the center
of the microphone array. When such a recording is repro-
duced, the center of the microphone array virtually coin-
cides with the center of the secondary source distribution.
Refer to Fig.9 for an illustration.
If it happens that a sound source is recorded which is closer
to the center of the microphone array than the secondary
sources (like source 1 in Fig.9), the same issues arise that
are discussed in Sec.5.1. There is no way to employ the ex-
plicit modeling of focused virtual sound sources is this situ-
ation and angular weighting as described in section Sec.5.2
has to be applied. Note that recorded sound sources can
be direct sound sources or indirect ones like reflecting sur-
faces, e.g. the floor underneath the microphone array.
Sources farther away from the microphone array than the
secondary sources (like source 2 in Fig.9) can be straight-
forwardly reproduced without modification.

source 2

source 1

Figure 9: Data-based reproduction.

7 MODEL-BASED REPRODUCTION

Model-based reproduction refers to the reproduction of vir-
tual scenarios which are composed of a number of sound
objects which are described via analytical source models
like plane and spherical waves [17]. Of course, model-
based and data-based reproduction can be combined to
e.g. the reproduction of a virtual scene in an acoustical en-
vironment whose properties are extracted from measure-
ments.
Model-based reproduction is the situation where focused
virtual sound sources unfold their full potential. If the de-
scription of the scenario to be reproduced is object-based
such as in [21], the scenario can be reproduced directly
without explicit encoding and decoding. It can be straight-
forwardly detected in real-time whether a virtual source has
to be reproduced as a focused or non-focused source. When
the explicit modeling approach is employed the target half-
space of the focused sources can be chosen according to the
instantaneous position of the receiver(s).
When a scenario is encoded prior to reproduction, care has
to be taken. If the dimensions of the loudspeaker distribu-
tion on which the scenario will be decoded are known at the
time of encoding, virtual sources closer to the center of the
loudspeaker distribution than the loudspeakers can be en-
coded as focused sources employing any of the presented
approaches.
When the dimensions of the loudspeaker system employed
are not known at the time of encoding, one can go the
save way and decode any present sound source as focused
source with nominal orientation towards the center. Then
the reproduction can be accomplished no matter what loud-
speaker system is employed.
Note that model-based reproduction provides the possibility
to encode different virtual sources at different orders.

8 APPLICATION EXAMPLE: VIRTUAL SOUND
FIELD REPRODUCTION

Apart from the straight-forward employment of focused vir-
tual sound sources in loudspeaker-based reproduction, we
want to present another method of high potential which typ-
ically employs model-based rendering: Virtual sound field
reproduction via headphones.
This type of virtual sound field reproduction employs the
spatio-temporal transfer functions from specific positions to
the ear drums of either a human or a mannequin. These
transfer functions are referred to as head-related transfer
functions (HRTFs). In conventional HRTF-based reproduc-
tion the input signal of a virtual sound source to be repro-
duced is filtered with that pair of HRTFs representing the
intended position of the source. This requires a vast amount
of data to be measured.
The key idea is to interpret the measurement positions as
virtual loudspeakers. If the measurement point are dis-
tributed on a circle or a sphere centered around the listener,
Ambisonics or related techniques (like the presented one)
can be employed [22]. The most important property is the
fact, that the listener is always in the virtual sweet spot [8].
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Figure 10: The geometric setup in virtual sound field repro-
duction. The loudspeaker symbols represent measurement
points of the HRTFs.

With a modest amount of measurement points, a sweet spot
of the size of a human head can be achieved even for the
highest considered temporal frequency.
Measurements should be accomplished under anechoic
conditions in order to avoid implausible reverberation
caused by the virtual loudspeakers. Room information has
to be reproduced additionally in an appropriate manner. In
this anechoic situation head rotations of the listener can be
realized as rotations of the sound field which can be com-
fortably implemented [9].
Since the curvature of the wave front be been shown to be
not significant for the distance perception of sources farther
than a few meters [23], it might be sufficient to place the
virtual sources on the virtual loudspeaker contour for far
intended virtual source locations. This is computationally
very efficient. The perceived source distance has to be con-
trolled via the level and reverberation anyway [24].
For close sources, diffraction and scattering on the body
have an essential perceptional impact. For close virtual
sources, e.g. around the head of the listener, the limited va-
lidity of the interior expansion represented by (11) suggests
that scattering and diffraction of the torso are not appro-
priately modeled since the latter is positioned in the region
where the source field is not correctly modeled.
A lot of effort was put in [25, 26] in order to translate ex-
pansion centers such that valid regions contain all parts of
the listener’s body which have significant influence in terms
of scattering and diffraction. It can be argued whether such
a strict interpretation of the regions of validity is necessary.
The simulations presented in Sec.5.2 indicate that a looser
interpretation might be acceptable. It might therefore be
sufficient to reproduce close virtual source positions em-
ploying one of the presented focusing techniques. Although
we have not found an analytic proof it can be assumed that
appropriate angular weighting does indeed produce a sound
field which exclusively diverges in a half-space. In this half-
space, diffraction and scattering on the virtual listener might
indeed be acceptably modeled. Whether or not the employ-
ment of explicitly modeled focused sources provides benefit

in this respect is not clear.
A still unresolved problem is the presence of the listener
in the reproduced wave field, be it virtual or real. Sound
field reproduction methods like the presented approach typ-
ically assume free-field conditions. Especially in situations
of virtual sound sources in prominent positions like under
the listener’s chin, it has to be assumed that the listener’s
presence has a significant effect. Initial work to clarify this
aspect includes [27] but general results are not yet available.

9 CONCLUSIONS

We have presented an investigation of the reproduction of
focused virtual sound sources in the Ambisonics context.
Two approaches can be employed in order to model a fo-
cused source: 1) manipulation (angular weighting) of the
interior spatial expansion of a sound source in order to ex-
tend the region of physical validity, or 2) the explicit mod-
eling of a sound field diverging from a focus point into the
target half-space.
The physical properties of both approaches differ in some
aspects of minor importance although the angular weight-
ing approach lacks the ultimate physical justification. The
latter approach exhibits significant advantages with respect
to the practical handling. The main advantages are: i) angu-
lar weighting is expected to be applicable on any arbitrary
sound fields, and ii) it is computationally significantly more
efficient than the explicit modeling of focused sources.
The explicit modeling approach provides the freedom to ar-
bitrarily choose the nominal radiation direction, i.e. it en-
ables to freely rotate the target half-space around the posi-
tion of the focused source. This constitutes a major ben-
efit for environments with user tracking [28]. Finally, the
explicit modeling approach is a powerful tool for investi-
gation of the fundamental properties and limitations of the
reproduction of focused sources.
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