
PAPERS

Perception of Focused Sources in Wave Field
Synthesis

HAGEN WIERSTORF,1 AES Student Member
(hagen.wierstorf@tu-berlin.de)

, ALEXANDER RAAKE,1 AES Member, MATTHIAS GEIER2,
AND

SASCHA SPORS,2 AES Member

1Assessment of IP-based Applications, T-Labs, Technische Universität Berlin, Ernst-Reuter-Platz 7,
10587 Berlin, Germany

2Signal Theory and Digital Signal Processing, Institute of Communications Engineering, Universität Rostock,
R.-Wagner-Str. 31, 18119 Rostock/Warnemünde, Germany

Wave Field Synthesis (WFS) allows virtual sound sources to be synthesized that are located
between the loudspeaker array and the listener. Such sources are known as focused sources.
Due to practical limitations related to real loudspeaker arrays, such as spatial sampling and
truncation, there are different artifacts in the synthesized sound field of focused sources. In this
paper we present a listening test to identify the perceptual dimensions that are associated with
these artifacts. Two main dimensions were found, one describing the amount of perceptual
artifacts and the other one describing the localization of the focused source. The influence
of the array length on these two dimensions is evaluated further in a second listening test. A
binaural model is used to model the perceived location of focused sources found in the second
test and to analyze dominant localization cues.

0 INTRODUCTION

Wave Field Synthesis (WFS) [1] is one of the most
prominent high-resolution sound field synthesis methods
used and studied nowadays. Unlike traditional stereophonic
techniques, it offers the potential of creating the impres-
sion of a virtual point source located inside the listening
area—between the loudspeakers and the listeners [2]. These
sources are known as focused sources, according to their
strong relation to acoustic focusing [3].

The physical theory of WFS assumes a spatially con-
tinuous distribution of loudspeakers denoted as secondary
sources. However, in practical implementations, the sec-
ondary source distribution will be realized by a limited
number of loudspeakers placed at discrete positions. This
implies a spatial sampling and truncation process that typ-
ically leads to spatial aliasing and truncation artifacts in
the sound field [4], depending on the position of the vir-
tual source and the position of the listener. For focused
sources these artifacts are of special interest, as they may
become clearly audible, especially for large loudspeaker
arrays [5,6].

In this paper the physical properties of focused sources
are studied (Section 1)—as well as their perceptual proper-
ties. It is shown that the synthesis of focused sources may be

associated with a number of perceptually relevant artifacts,
that will be increasingly audible the larger the WFS system,
if no further action is taken. The perceptual properties are
investigated by performing a formal listening test (Section
2) using the Repertory Grid Technique (RGT).

In a second listening test (Section 3), the two main per-
ceptual dimensions, identified in the first listening test, were
rated for loudspeaker arrays of different lengths. To further
analyze the results, the results for the localization of fo-
cused sources are compared with the output of a binaural
model (Section 4).

To create reproducible test conditions, all tests were con-
ducted with a “virtual” WFS system realized by dynamic
(head-tracked) binaural resynthesis, presented to the partic-
ipants via headphones.

1 THEORY

The theory of WFS was initially derived from the
Rayleigh integrals for a linear secondary source distribution
[1]. With this source distribution it is possible to synthesize
a desired two-dimensional sound field in one of the half
planes defined by the linear secondary source distribution.
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The sound field in the other half plane is a mirrored version
of the desired one.

Without loss of generality, a geometry can be chosen for
which the secondary source distribution is located on the x-
axis of a Cartesian coordinate system. Then, the synthesized
sound field is given by

P(x,ω) = −
∫ ∞

−∞
D2D(x0,ω) G2D(x − x0,ω) dx0 , (1)

where x = (x, y) with y > 0, x0 = (x0, 0) and ω = 2πf with
temporal frequency f. The functions D2D and G2D denote
the secondary source driving signal and the sound field
emitted by a secondary source, respectively. In WFS the
driving function is given as

D2D(x0,ω) = 2
∂

∂y
S(x,ω) | x=x0

, (2)

where S(x,ω) denotes the sound field of the desired virtual
source.

The sound field G2D(x − x0,ω) of a secondary source
can be interpreted as the field of a line source intersecting
the xy-plane at position x0. For practical applications only
secondary sources with the field of a point source (G3D) are
available in most cases. Hence a dimensional mismatch of
a three-dimensional secondary source for two-dimensional
synthesis has to be considered. This leads to a so called
two-and-a-half-dimensional driving function that applies
an amplitude correction to reduce this mismatch. Using
the far-field approximation ω

c |x − x0| � 1 the following
relationship between the field of a line source and the field
of a point source can be derived [7]:

i

4
H (1)

0

(
ω
c |x − x0|

)
︸ ︷︷ ︸

G2D(x−x0,ω)

≈
√

2π
ic

ω
|x − x0| 1

4π

ei ω
c |x−x0|

|x − x0|︸ ︷︷ ︸
G3D(x−x0,ω)

, (3)

where H (1)
0 denotes the Hankel function of first kind and

zeroth order.
This results in the so called 2.5D driving function, which

is given with Eq. (3) as

D2.5D(x0,ω) =
√

ic

ω

√
2π|xref − x0|︸ ︷︷ ︸

g0

D2D(x0,ω) , (4)

where g0 is chosen in such a way that it is a constant and does
not depend on x. In this case the amplitude is correct at a line
positioned at |xref − x0| = yref parallel to the loudspeaker
array [2].

The synthesized sound field is given by

P(x,ω) = −
∫ ∞

−∞
D2.5D(x0,ω) G3D(x − x0,ω) dx0 . (5)

A reformulation of the theory based on the Kirchhoff-
Helmholtz integral revealed that also arbitrary convex dis-
tributions can be employed [8,9]. This study limits itself to
linear arrays as these are mainly applied in real life scenar-
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Fig. 1. Simulation of the sound field P(x, ω) for a monochromatic
focused source with a frequency of f = 1000 Hz, located at xs =
(0, 1) m. A continuous secondary source distribution with a length
of L → ∞ is placed on the x-axis. The amplitude of the sound
field is clipped at |P| = 1. In the area below the gray dashed line,
the sound field is converging to the focus. Above the line it is
diverging from the focus.

ios at the moment. A detailed review of the theory of WFS
can be found in the literature such as [1,10].

1.1 Focused Sources
In WFS, sound fields can be described by using source

models to calculate the driving function. For example, to
synthesize the sound field of a human speaker positioned at
point xs, the model of a point source positioned at xs can be
used. The point source is then driven by the speech signal
of the human.

For the synthesis of a focused source, a sound field is
desired that converges toward a focal point and diverges
after passing it. This is known from the techniques of time-
reversal focusing and can be reached by using a point sink as
source model for the converging part of the focused source
sound field [3]. In order to derive an efficient implementa-
tion of the driving function not a point sink, but a line sink
with a spectral correction given by Eq. (4) is used as source
model for y < ys [5]

S(x,ω) = Ss(ω)

√
ω

ic

i

4
H (2)

0

(
ω
c |x − xs|

)
, (6)

where Ss(ω) denotes the frequency spectrum of the line
sink, H (2)

0 the Hankel function of second kind and zeroth
order, and xs = (xs, ys) the position of the focused source.
Using (2) and (4), this leads to the driving function

D2.5D(x0,ω) = −Ss(ω) g0
iω

2c

y0 − ys

|x0 − xs|
×H (2)

1

(
ω
c |x0 − xs|

)
, (7)

where H (2)
1 denotes the Hankel function of second kind and

first order. In Fig. 1 , the simulated sound field P(x,ω)
for a monochromatic focused source located at xs = (0, 1)
is shown. The sound field converges for 0 < y < 1 m
toward the position of the focused source and diverges for
y > 1 m, which defines the listening area for the given
focused source position. In addition, a phase jump occurs
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Fig. 2. Graph (a) and (b) show the amplitude distribution for a focused source positioned at xs = (0, 1) m generated by the driving
function Eq. (8) in black and by the driving function without large argument approximation Eq. (7) in gray. In addition the amplitude
distribution for a real source located at the same position as the focused source is shown with the dashed line. (a) is parallel to the x-axis
at y = 2 m and (b) parallel to the y-axis at x = 0 m. Graph (c) presents the frequency response of the focused source Eq. (8) at two
listener positions x1 = (0, 2) m and x2 = (2, 2) m. The frequency of the monochromatic source in (a), (b) was f = 1000 Hz. Parameters:
L = 1000 m, �x0 = 0.15 m, yref = 2 m.

at y = ys, which is well known for focal points [11]. Due
to the limitation of the used source model S to the area with
y < ys the evanescent part of the focused source sound
field is not identical for y > ys with that of a point source
located at xs. In order to reproduce this part correctly, very
high amplitudes in the region y < ys are needed because
of the exponential decay of the evanescent waves along the
y-axis. This can be shown by using the spectral division
method to create the sound field [12].

Eq. (7) can be related to the traditional formulation of the
driving function used in WFS [2, Eq. (2.30)] by replacing
the Hankel function by its large-argument approximation
[7]

D2.5D(x0,ω) ≈ Ss(ω) g0

√
iω

2πc

y0 − ys

|x0 − xs| 3
2

e−i ω
c |x0−xs| ,

(8)

where g0 is explicitly given in [2].
When the driving function Eq. (8) is transformed into the

time domain, it is given as

d2.5D(x0, t) = ss(t) ∗ h(t) ∗ g0

2π

y0 − ys

|x0 − xs| 3
2

×δ
(

t − |x0−xs|
c

)
, (9)

where c is the speed of sound, δ the delta function and h(t)
denotes the inverse Fourier transform

h(t) = F−1

{√
iω

c

}
. (10)

It is easy to see that this driving function can be imple-
mented very efficiently by filtering the virtual source sig-
nal ss(t) with the so-called pre-equalization filter h(t) and
weighting and delaying the pre-filtered signal for every
secondary source appropriately.

In order to verify the influences of the applied large ar-
gument approximations, the amplitude distribution of the
synthesized sound field can be studied. Fig. 2 shows the
amplitude for a focused source positioned at xs = (0, 1) m
along two axes. The amplitude of a real source positioned
at xs is shown for reference as a gray dashed line. The
black line shows the amplitude distribution for a focused

source synthesized by the classical 2.5D driving function
Eq. (8), the gray line for a focused source synthesized with
the 2.5D driving function Eq. (7). It can be observed that for
the focused source given by Eq. (7) the amplitude diverges
from that of a real point source due to the 2.5D synthesis
(see Fig. 2a). Interestingly, the amplitude distribution of the
focused source synthesized by the classical driving func-
tion Eq. (8) has a more correct amplitude distribution for
distances farther away from the focal point. But its addi-
tional large argument approximation reinforces the ripples
of the amplitude distribution, that exist due to the 2.5D
approximation.

1.2 Loudspeakers as Secondary Sources
Theoretically, when an infinitely long continuous sec-

ondary source distribution is used, no other errors than an
amplitude mismatch due to the 2.5D synthesis are expected
in the sound field [5].

However, such a continuous distribution cannot be imple-
mented in practice because a finite number of loudspeakers
has to be used. This results in a spatial sampling and spatial
truncation of the secondary source distribution. In principle
both can be described in terms of diffraction theory (see,
e.g., [11]). Unfortunately, as a consequence of the dimen-
sions of loudspeaker arrays and the large range of wave
lengths in sound as compared to light, most of the assump-
tions made to solve diffraction problems in optics are not
valid in acoustics. To present some of the basic properties
for truncated and sampled secondary source distributions,
simulations of the sound field are made and interpreted in
terms of basic diffraction theory where possible.

1.2.1 Spatial Sampling
The spatial sampling that is equivalent to the diffraction

by a grating only has consequences for frequencies greater
than the aliasing frequency

fal ≥ c

2�x0
, (11)

where �x0 describes the distance between the secondary
sources [5]. In general, the aliasing frequency is position
dependent (cf., [8, Eq. 5.17]), but an analytical solution
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Fig. 3. Simulation of a sound field P(x, ω) for a focused source
with a frequency of f = 3000 Hz. A sampled secondary source
distribution with a distance of �x0 = 0.15 m between the single
sources was used. The amplitude of the sound field is clipped at
|P| = 1. The gray circle indicates a region without aliasing given
by Eq. (12). Parameters: xs = (0, 1) m, L = 1000 m, yref = 2 m.
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Fig. 4. Simulation of the sound field p(x, t) for a broadband
focused source for t = 2.4 ms after the wave front has passed
the focus. Parameters: xs = (0, 1) m, L = 100 m, �x0 = 0.15 m,
yref = 2 m.

for focused sources is not available at the moment. Fig. 3
shows the monochromatic sound field for a focused source
with a frequency of 3000 Hz generated by a secondary
source distribution with �x0 = 0.15 m. Clear interference
artifacts are visible in the sound field, but there also is an
area around the focus where no interference took place.
This is a unique property of focused sources. The size of
the area depends on the frequency f and becomes smaller
with higher frequencies. It can be empirically described by
a circle with a radius of (cf., [13])

ral = ysc

f �x0
. (12)

The area calculated using the parameters applicable to
Fig. 3 is indicated by a gray circle.

Fig. 4 shows a snapshot of the sound field of a broadband
focused source to examine more implications of the spatial
sampling artifacts. Every single loudspeaker is sending a
broadband signal according to Eq. (9). If no spatial aliasing
occurs, the signals cancel each other out in the listening
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Fig. 5. Simulation of a sound field P(x, ω) for a focused source
with a frequency of f = 1000 Hz generated with a secondary
source distribution of length L = 2 m. The amplitude of the sound
field is clipped at |P| = 1. The two gray lines indicate the size of
the focus after Eq. (13). Parameters: xs = (0, 1) m, �x0 = 0.15 m,
yref = 2 m.

area, with the exception of the desired wave front of the fo-
cused source. In case of spatial aliasing and for frequencies
above the aliasing frequency, the cancellation does not oc-
cur and a bunch of additional wave fronts reach a given lis-
tener position before the desired wave front characterizing
the focused source. These additional wave fronts are very
critical for the perception of focused sources, as we will see
in Section 2. The additional wave fronts also add energy to
the signal, which can be seen from the spectrum shown in
Fig. 2c. The Figure depicts the frequency responses for two
different listener positions x1 and x2, which are associated
with different aliasing frequencies. Obviously, above the
aliasing frequency the magnitude of the frequency response
increases. This can be avoided by using the pre-equalization
filter only until the aliasing frequency [5], which has the
shortcoming of introducing position-dependency in the
filter.

1.2.2 Truncation
The spatial truncation of the loudspeaker array leads to

further restrictions. On the one hand, the listener area be-
comes smaller with a smaller array, which is shown in
Fig. 5. The listening area can be approximated by the tri-
angle that is spanned for y > ys by the two lines coming
from the edges of the loudspeaker array and crossing the
position of the focused source. Another problem is that
a smaller loudspeaker array introduces diffraction in the
sound field. The loudspeaker array can be seen as a single
slit that causes a diffraction of the sound field propagating
through it. This can be described in a way equivalent to the
phenomenon of edge waves as shown by Sommerfeld and
Rubinowicz (see [11] for a summary). The edge waves are
two additional spherical waves originating from the edges
of the array, which can be softened by applying a tapering
window [14]. The resulting diffraction pattern adds arti-
facts to the desired sound field. For example, the interaural
level differences (ILD) will not be correct due to diffraction
minima and maxima as shown in Fig. 9.
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The diffraction also leads to a wavelength-dependent
widening of the focus. The width of the focus at its po-
sition ys can be defined as the distance between the first
minima in the diffraction pattern and is given by

�s = 2|ys − y0| tan
(
sin−1 λ

L

)
, (13)

where �s is the width of the focus, L the array length, ys the
y-position of the focused source and y0 the y-position of the
loudspeaker array. This formula is based on the assumption
of Fraunhofer diffraction near the focus [11, 8.3 Eq. 34]. In
Fig. 5, the calculated size of the focal point is indicated by
the gray lines.

2 PERCEPTIONAL DIMENSIONS OF FOCUSED
SOURCES

In the last section different artifacts in the synthesized
sound field of a focused source were discussed. These ar-
tifacts raise the question whether and how they will affect
the perception of focused sources. In this section a listening
test is presented that investigates this perceptual impact.

It was shown in the previous section that the aliasing
frequency fal due to the spatial sampling introduced by the
loudspeakers depends on the listening position. In addition,
the diffraction due to truncation of the loudspeaker array
depends on the size of the array. Hence, different array sizes
and listener positions have to be considered in a respective
listening test.

We have further shown that the time reversal technique
used to create focused sources—in combination with spa-
tial aliasing—leads to additional wave fronts arriving at
the listener position from different directions and before
the desired wave front. This is a situation that only occurs
with such synthetic sound fields but not in case of every-
day listening in natural environments. As a consequence,
it can be expected that the description of the related per-
ceptual effects requires multidimensional attributes in the
perceptional domain. To address this issue, the Repertory
Grid Technique (RGT) was used to identify perceptually
relevant attributes [15,16]. With this method, in a first step
each participant creates her/his own set of attributes and
in a second step uses respective attribute scales for rating
their perception. No attributes are provided by the experi-
menter, and, thus, the test subject has complete freedom in
the choice of attributes.

A more detailed discussion of this first experiment was
presented in [6].

2.1 Method
2.1.1 Stimuli

The tests were conducted with a “virtual” WFS system
realized by dynamic binaural re-synthesis [17] using head-
phones. See Fig. 6 for a sketch of the geometry of the em-
ployed virtual WFS configurations. Two linear loudspeaker
arrays with a length L of 4 m and 10 m and a loudspeaker
spacing of �x0 = 0.15 m were synthesized. To handle trun-
cation, a squared Hann tapering window with a length of

Fig. 6. Geometry of the experiment. Every listener was positioned
at six different positions given by the head symbols. The focused
source was always positioned at xs = (0, 1) m, and the center of
the used loudspeaker array was always positioned at x = (0, 0) m.

0.15L on both ends of the arrays was used. The impulse re-
sponses of the individual virtual loudspeakers of the array
were obtained by interpolating and weighting a database
of head-related impulse responses (HRIRs) of the FABIAN
manikin [18] to the required positions and distances of the
loudspeaker. Every virtual loudspeaker was then weighted
and delayed according to the driving function Eq. (9) for
a given focused source and listener position, summed up
and filtered with the pre-equalization filter from Eq. (10).
The result was a pair of HRIRs of the desired WFS ar-
ray producing the given focused source for a given listener
position. For the dynamic binaural re-synthesis these pairs
of HRIRs had to be calculated for all possible head orien-
tations of the listener ranging from −180◦ to 180◦ in 1◦

steps.
As discussed in Section 1.2, the aliasing frequency fal

depends on the listener position, therefore the WFS pre-
equalization filter was calculated separately for each sim-
ulated listening position. Coloration introduced by an im-
proper choice of the pre-equalization filter was not part of
the investigation and should be avoided.

For both arrays, three different listener positions on a
given circle around the focused source were used. The ra-
dius was R1 = 1 m for the short array and R2 = 4 m
for the long array. Three different listener angles of ϕ =
0◦, 30◦, and 60◦ were applied for both array lengths (see
Fig. 6). These six configurations will be referred to as
0◦

4m, 30◦
4m, 60◦

4m, 0◦
10m, 30◦

10m, and 60◦
10m. In all conditions,

the focused source was located directly in front of the lis-
tener. A seventh reference condition (“ref.”) was created,
which consisted of a single sound source located at the po-
sition of the focused source. This was realized by directly
using the corresponding HRIRs from the database.

As audio source signals, anechoic recordings of speech
and of castanets were chosen. The speech signal was an 8 s
sequence of three different sentences uttered by a female
speaker. The castanets recording was 7 s long. The levels of
the stimuli were normalized to the same loudness by infor-
mal listening by the authors for all conditions. The real-time
convolution of these signals with the impulse responses
for the WFS arrays was performed using the SoundScape

J. Audio Eng. Soc., Vol. 61, No. 1/2, 2013 January/February 9



WIERSTORF ET AL. PAPERS

Renderer (SSR1) [19], an open-source software environ-
ment for spatial audio reproduction. The SSR performed a
real-time convolution of the input signal with that pair of
impulse responses corresponding to the instantaneous head
orientation of the test subject as measured by a Polhemus
Fastrak tracking system. In the SSR, switching between dif-
ferent audio signals is realized using a smooth cross-fade
with raised-cosine shaped ramps. AKG K601 headphones
were used, and the transfer functions of both earphones
were compensated by appropriate filters [20]. Audio exam-
ples are available as supplementary material.2

2.1.2 Participants
In order to generate a large amount of meaningful at-

tributes, test subjects with experience in analytically lis-
tening to audio recordings were recruited. The experiment
was conducted with 12 Tonmeister students (3 female, 9
male, between 21 and 33 years old). The participants had
between 5 years and 20 years of musical education, and all
of them had experience with listening tests. They had nor-
mal hearing levels and were financially compensated for
their effort.

2.1.3 Procedure
The participants received written instructions explaining

their tasks in the two phases of the experiment.
The RGT procedure consisted of two parts, the elicita-

tion phase and the rating phase. In the elicitation phase,
groups of three conditions (triads) were presented to the
test subject. The subjects were able to switch between them
by pressing a corresponding button and could listen to each
stimulus as long as they wanted. For each triad, the subject
had to decide which two of the three stimuli were more
similar and had to describe the characteristic that made
them similar, and in which characteristic they were differ-
ent from the third stimulus (which should be the opposite
of the first property). If there were competing aspects, only
the strongest one should be taken into account. One at-
tribute pair per triad had to be specified, and two more
could optionally be given if the test subject perceived sev-
eral different properties. A screenshot of the used test GUI
is shown in [6].

After a short training phase, every participant had to ex-
ecute this procedure 12 times (using 12 different triads).
Ten of the 12 triads resulted from a complete set of triads
from the five conditions ref., 30◦

4m, 60◦
4m, 30◦

10m, and 60◦
10m.

The two additional triads were (ref., 0◦
4m, 0◦

10m) and (0◦
4m,

30◦
4m, 0◦

10m). These two have been chosen in order to con-
sider the additional, very similar conditions together, to get
attributes for the small differences between them. Complete
triads for only five conditions have been chosen because of
the time-consuming procedure (a complete set of triads for
7 conditions would have resulted in 35 triads).

The presented triads were the same for all participants,
however, the order of the triads and the order of conditions

1 http://tu-berlin.de/?id=ssr
2 http://audio.qu.tu-berlin.de/?p=625

within a triad was alternated over all participants based on
a Latin Square design.

After the elicitation phase the participants took a break.
During this time, the test supervisor removed repetitions of
attribute pairs for constructing the attribute list used in the
second RGT test phase.

For this rating phase in each trial one previously elicited
attribute pair was displayed on top of the screen. Below,
the seven conditions could be played back and had to be
rated on corresponding sliders. The ratings were saved on
a continuous scale ranging from −1.0 to 1.0. Once a rating
was collected for all conditions, the test subject was able
to switch to the next screen, a procedure repeated until all
elicited attribute pairs were used. Before the actual test, a
training phase had to be completed for two rating screens.

In the second session, which was in most cases done on
another day, the elicitation and rating phase was repeated
with the respective other source stimulus. Half of the sub-
jects were presented with the speech sample in the first
session and the castanets in the second session, and vice
versa for the other half.

2.2 Results
One of the main results of the experiment were the

elicited attribute pairs. They reflect the range of perceptual
similarities and differences among the conditions. Their
number was different between subjects, ranging from 6
to 17 pairs for individual subjects. The most prominent
choices were artifacts (e.g., clean sound vs. chirpy, squeaky,
unnatural sound) and localization (left vs. center). For the
latter, it has to be noted that the focused source was al-
ways positioned straight in front of the listener. Attributes
describing artifacts were provided by 10 of the 12 subjects
for castanets and by 9 subjects for speech. Localization-
related attributes were given by 7 subjects for castanets,
and 5 subjects for speech. Other common attributes were
related to coloration (original vs. filtered, balanced vs. un-
balanced frequency response), distance (far vs. close) and
reverberation (dry vs. reverberant). All elicited attributes
were originally collected in German and were translated to
English for this paper.

The ratings of the attributes can be used to identify the
underlying dimensions that best describe the perception of
focused sources. This was done using a principal compo-
nent analysis (PCA) for individual subjects. For all subjects,
two principal components could be identified as the main
dimensions of the perceptual space. These dimensions can
explain 90% of the variance for castanets and 97% for
speech, respectively.

This also allows to determine the positions of the dif-
ferent conditions in the resulting perceptual space. Fig. 7
shows the PCA results for one individual subject for the
speech and castanets, respectively. The PCA results for an-
other subject can be found in [6]. The black dots represent
the different conditions in this two-dimensional perceptual
space. The gray lines show the arrangement of elicited at-
tribute pairs in this space. From Fig. 7 it can be seen that
for both castanets and speech the first principal component
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of the conditions given in the two-dimensional space determined by the two given components for each stimulus type. The gray lines
show the arrangement of the attribute pairs in these two dimensions.

C1 resp. S1 can be interpreted as a mixture of the amount
of artifacts and the distance, and the second principal com-
ponent C2 resp. S2 as the localization of the source. Con-
sidering individual conditions, it can be observed that the
10 m loudspeaker array was rated to produce artifacts in the
perception of the focused source, while the artifact-related
ratings for the 4 m array are more or less the same as for
the reference condition. For the longer array, the amount of
artifacts depends on the listener position, with the highest
rating of artifacts at the lateral position 60◦

10m. The percep-
tion of a wrong (off-center) direction is most distinct for
the lateral positions of the shorter array, with the condition
60◦

4m as the most prominent case. Both lateral positions (φ=
60◦) were perceived as more off-center than the other ones.
Furthermore, it can be noted that the perceptual deviation
from the reference condition occurs for more conditions for
the castanets than for the speech stimuli.

2.3 Discussion
The results show that the amount of perceived artifacts

depends on the length of the loudspeaker array and the po-
sition of the listener, being worse for a larger loudspeaker
array and a more lateral position of the listener. This is due
to the fact that for a larger loudspeaker array more additional
wave fronts arrive before the desired one for the focused
source. The perceived amount of artifacts further increases
with the degree of lateral displacement of the listener rel-
ative to the focused source (see Fig. 6). The explanation
for this finding can be illustrated using Fig. 8. Here, the
direction of incidence of the desired (black arrow) and of
the aliasing-related wave fronts for the focused sources are
shown for the different listener and array configurations.
Note that the arrows point into the direction of incidence
from the listener perspective. The starting point of an arrow
indicates the position in time of the wave front, and the
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Fig. 8. Direction, amplitude and time of appearance of wave fronts for the 4 m loudspeaker array (left) and the 10 m array (right). The
results are shown for different angles φ at a radius R1 = 1 m (left) and R2 = 4 m (right). The arrows are pointing toward the direction from
which the wave fronts arrive. The time of appearance is given by the starting point of the arrow. Note that the (temporal) starting points
lie closely together for listener positions close to the contributing loudspeakers of the array, and are further apart when the configuration
involves larger distances from the loudspeakers. The length of the arrow is proportional to the amplitude of the wave front in dB. The
length of the arrow in the legend corresponds to an amplitude of 30 dB. The black arrows indicate the desired wave fronts, the gray
arrows aliasing-related wave fronts.
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Fig. 9. Simulation of a sound field P(x,ω) for a focused source synthesized with different array lengths, indicated by the loudspeaker
symbols. The array lengths are, from left to right: 1.8 m, 0.75 m, 0.3 m. The amplitude of the sound fields is clipped at |P| = 1. The
two parallel gray lines indicate the size of the focal point calculated using Eq. (13). A tapering window of 15% of the array length was
applied at the end of the arrays, indicated by the different loudspeaker colors. Parameters: xs = (0, 1) m, f = 1000 Hz, �x = 0.15 m,
yref = 2 m.

length of the arrow is proportional to its amplitude in dB.
It is obvious that the larger the used loudspeaker array, the
earlier the occurrence of additional wave fronts, and the
higher their amplitude. This is due to the fact that every
single loudspeaker adds a wave front. For a given array,
the number of wave fronts will be the same regardless of
the lateral listener position but the time of arrival of the
first wave front will be earlier. This can be explained by
the fact that the listener is positioned closer to one end of
the loudspeaker array in this case. The loudspeakers at the
ends of the array had to be driven as the first ones in order
to create a focused source in the middle of the loudspeaker
array, resulting in the significantly earlier incidence of the
wave fronts from the loudspeakers close to the listener.

The results show a dependency of the perceived direction
on the listener position and the array size. The condition
60◦

4m was perceived as most from the left. The perceived di-
rection can be explained by the additional wave fronts, too.
The conditions with φ = 0◦ were perceived from the same
direction for both array lengths as the reference condition
in front of the listener. For these conditions, the additional
wave fronts have no effect on the perceived direction, be-
cause they arrive at the listener position symmetrically from
all directions (Fig. 8). For the lateral conditions, the first
wave front will come mainly from the left side of the lis-
tener. Due to the precedence effect [21] this can lead to
localization of the sound to the direction of the (first) wave
front. For the 10 m array, the perceived direction is different
from that of the shorter array. Most of the subjects localized
the sound in the same direction as the reference. However,
a few subjects indicated that they had heard more than one
sound source—one high-frequency chirping source from
the left and a cleaner source in front of them. This can be
explained with the echo threshold related with the prece-
dence effect, which means that further wave fronts that
follow the first one with a lag larger than the echo threshold
are perceived as an echo [22].

In order to verify this hypothesis, an experiment has
been performed to examine the localization dominance for
this kind of time-delayed wave front pattern [23]. Here, an
approximated time of 8 ms between the first wave front

and the desired one has been identified to be the threshold
until which the perceived direction is dominated by the first
wave front. This is in conformance with the results for the
large array.

3 INFLUENCE OF ARRAY LENGTH ON THE
PERCEPTION

As mentioned in Section 1.2, truncation of the loud-
speaker array leads to two opposite effects. On the one
hand, a smaller array leads to fewer additional wave fronts
and reduces the perception of artifacts as shown in the last
section. On the other hand, a smaller array leads to stronger
diffraction of the sound field and therefore a smaller possi-
ble listening area as well as wrong binaural cues. Fig. 9
shows the wave fields for a focused source created at
xs = (0, 1) m using arrays of three different lengths, L =
1.8 m, L = 0.75 m, and L = 0.3 m, with the same fixed inter-
loudspeaker distance of �x0 = 0.15 m as used previously.
Hence, the arrays consist of 13, 6, and 3 loudspeakers. The
figure illustrates that the focal point gets very large and
even disappears for short arrays. This is indicated by the
gray lines, which show the size of the focus as calculated
using Eq. (13). For the short array with L = 0.3 m the equa-
tion is not defined for the given frequency of f = 1000 Hz,
because λ/L > 1. In this case, no focal point exists, and
the source is located near the position of the loudspeaker
array, as can be seen in the rightmost graph of Fig. 9. In
addition, the maxima and minima of the diffraction pat-
tern introduce wrong interaural level differences (ILDs) at
different listener positions. Note that these wrong binaural
cues may deviate for a planar array due to the absence of
the amplitude error of 2.5D WFS.

To verify if there is an array length for which the artifacts
are not audible, and the wrong binaural cues are negligible
as well, a listening test was conducted that included the
three shorter array lengths as shown in Fig. 9 together with
the two array lengths used in the first experiment. In the test
two attribute pairs were rated by the subjects, one regard-
ing the audible artifacts and one regarding the perceived
position of the focused source. The middle of the array was
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again chosen at x = (0, 0) in order to have a symmetric
loudspeaker distribution around the x-position of the fo-
cused source. A more detailed discussion of the experiment
is presented in [24].

3.1 Method
3.1.1 Stimuli

The tests were conducted with a similar geometry and
the same source materials as described in Section 2.1. The
same listener positions as in Fig. 6 were used, now using
the array sizes L = 10 m, 4 m, 1.8 m, 0.75 m, and 0.3 m.
Again, the two different radius values R1 = 1 m and R2 =
4 m were used; only R1 for the 4 m array, only R2 m for
the 10 m array, and both values for the three other array
sizes. Altogether nine different conditions were created,
again including the reference condition. Audio examples
are available as supplementary material.3

3.1.2 Participants
Six test subjects participated in the test. All of them were

members of the Audio Group at the Quality and Usability
Lab and had normal hearing.

3.1.3 Procedure
After an introduction and a short training phase with

a violin piece as source material, one half of the partici-
pants started the first session presenting speech, the other
half presenting castanets. In a second session, the speech
and castanets source materials were switched between the
groups. The subjects were presented with a screen contain-
ing nine sliders representing the nine different conditions.
At the top of the screen, one of the two attribute pairs few
artifacts vs. many artifacts and left vs. right were presented.
After a subject had rated all conditions, the next attribute
pair was presented for the same conditions. Thereby the
order of the conditions attached to the slider and the appear-
ance of the attribute pairs was randomized. This procedure
was repeated three times, once for all the array conditions
assessed in case of each listening angle φ. For the listening
angle of φ = 0◦, the attribute pair left vs. right was omitted.

3.2 Results
Fig. 10 presents the mean ratings over all subjects, all

listener positions, and both source materials (speech and
castanets) for the attribute pair few artifacts vs. many arti-
facts. Hence, the only independent variable is the strength
of artifacts plotted on the x-axis. The 0◦ position for the
speech material resulted as an outlier, and was not consid-
ered for the plot. At this position and with speech as source
material, artifacts are only little audible. On the other hand,
there is the coloration introduced by the spatial sampling
and independent of the fact that focused sources were re-
alized. An interview with the subjects revealed that four
of them have rated this coloration rather than the targeted
audible artifacts. It can be seen in the figure that the results

3 http://audio.qu.tu-berlin.de/?p=625
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Fig. 10. Mean and variance for the rating of the attribute pair few
artifacts vs. many artifacts plotted over the condition. The mean
is calculated over all subjects, source materials and the different
listener positions.
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Fig. 11. Mean and variance for the rating of the attribute pair
left vs. right plotted over the conditions. The mean is calculated
over the different subjects, source materials, and the two listener
angles 30◦ and 60◦. The results are presented separately for the
two radius values R1 = 1 m and R2 = 4 m. The black points are
the results obtained using the Lindemann model, see Section 4.

for the different loudspeaker arrays build three different
groups. The two shortest arrays resulted in as few artifacts
as the reference condition. The 10 m array was found to lead
to strong artifacts, as it was expected from the previous ex-
periment. The amount of artifacts caused by the 1.8 m and
the 4 m array are positioned between these two groups. A
one-way ANOVA shows that the mentioned three groups
are statistically different (p < 0.05) from each other and not
different within each group.

In Fig. 11, the results for the attribute pair left vs. right
are presented. The means for the arrays were calculated
over the 30◦ and 60◦ conditions but once for each radius
indicated by the two different shades of gray. It can be seen
that the reference condition (arriving from straight ahead of
the listener) was rated to come slightly from the right side.
All other conditions came from the left side, where shorter
arrays and smaller radii lead to a rating further to the left.

The two different source materials speech and castanets
showed significant differences only for the 10 m array and
the 30◦ and 60◦ positions, with more artifacts perceivable
for the castanets stimuli.

3.3 Discussion
As mentioned in Section 2, the appearance of additional

wave fronts due to spatial aliasing leads to strong artifacts
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for focused sources. The arrival time of the first wave front
at the listener position can be reduced by using a shorter
loudspeaker array. This leads to a reduction of audible ar-
tifacts, as shown by the results for the attribute pair few
artifacts vs. many artifacts. The two smallest arrays with
a length of 0.3 m and 0.75 m are rated to have the same
amount of artifacts as the single loudspeaker reference.

All three loudspeaker arrays with a length of L < 2 m
have arrival times of the first wave front of below 5 ms.
This means that they fall in a time window in which the
precedence effect should work and no echo should be au-
dible. The artifacts audible for the array with L = 1.8 m
are therefore due to a comb-filter shaped ripple in the fre-
quency spectrum of the signal, as a result of the temporal
delay and superposition procedure of the loudspeakers, see
(5) and (9).

However, there are other problems related with a shorter
array. The main problem is the localization of the focused
source. Fig. 11 shows a relation between array length and
localization: the shorter the array, the further left the focused
source is perceived. This result implies that the precedence
effect cannot be the only reason for the wrong perception
of the location. For a shorter array, too, the first wave front
arrives from the loudspeaker at the edge of the array. This
loudspeaker will be positioned less far to the left for a
shorter array than for a longer array. Therefore, it is likely
that the diffraction due to the short array length introduces
wrong binaural cues, namely a wrong ILD.

4 MODELING THE PERCEPTION OF FOCUSED
SOURCES

To verify the findings for localization perception, a bin-
aural model according to Lindemann [25] was applied using
the parameters from the original paper. The model is part
of the auditory modeling toolbox.4 This model analyzes
binaural cues like the interaural time difference (ITD) and
the interaural level difference (ILD). The ITD is calculated
for a given signal by a cross-correlation ψn in different
frequency bands n. The spacing of the frequency bands is
1 ERB. The model further analyzes the ILD via a contralat-
eral inhibition mechanism, which leads to a shift of the
resulting peak of the cross-correlation. This incorporates
the ILD and ITD values into a single direction estimation,
which has to be done manually in other binaural models—
for example [27,28].

As a measure for the perceived direction the mean of the
cross-correlation about the frequency bands n = 5. . . 40
was first calculated by

ψ = 1

36

40∑
n=5

ψn . (14)

4 http://amtoolbox.sf.net [26]

Then the centroid d of ψ was used as the model output for
the perceived direction

d =
∫

τψ(τ) dτ∫
ψ(τ) dτ

, (15)

where τ is the time of the cross-correlation. The predicted
localization was scaled to achieve the same order of mag-
nitude as the rating results. The results are plotted in Fig.
11, together with the subject ratings. Like the rating data,
the model data are also depicted as the mean over the two
listener directions 30◦ and 60◦. The model results show a
quite good agreement with the test data. This indicates that
the perceived localization is dominated by wrong binaural
cues due to the diffraction artifacts for truncated arrays.
Only for the two large arrays, clear deviations of the mod-
eled results are visible. For these large arrays with L = 4 m
and L = 10 m the time of arrival between the first and the
last wave front is in the region of 3 ms to 15 ms, which
suggests that the precedence effect plays a role in explain-
ing the perceived direction. The model does not account for
the precedence effect, which explains the deviation of its
prediction from the subject data for the large arrays.

5 SUMMARY AND CONCLUSIONS

In practice, the creation of focused sources with WFS is
not free from perceptual artifacts. The time-reversal tech-
nique used in the synthesis of focused sources causes the
appearance of additional wave fronts arriving at the lis-
tener position from every single loudspeaker before the de-
sired focused source signal. An experiment using the RGT
method was carried out to identify attribute pairs that are
able to describe the resulting perception of focused sources.
The most dominant attribute pairs were those regarding au-
dible artifacts, coloration, and the position of the focused
source.

In a second experiment with different linear array lengths
and different listener positions using only the attribute pairs
few artifacts vs. many artifacts and left vs. right, it could be
shown that artifacts could be reduced by using fewer loud-
speakers. On the other hand, the perception of a focused
source as a distinct source located at a given position is
limited when using shorter arrays. The diffraction causes a
wider focal point, and the localization of the focused source
is disturbed. This was verified using a binaural model. The
model results also indicated that the perceived localization
for the small arrays is due to the wrong binaural cues in-
troduced by the diffraction pattern. The results for the long
arrays indicated that the precedence effect has to be consid-
ered for the perceived direction of focused sources created
by these arrays.

This study shows that the usage of focused sources in
WFS with typical linear loudspeaker arrays has to be han-
dled with care. The appearance of additional wave fronts
before the desired one introduces different artifacts in the
perception of the focused source as compared to the synthe-
sis of a point source located behind the loudspeaker array.
In addition to these artifacts, the strong dependency of the
spatial aliasing frequency on the position of the listener
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for focused sources will introduce even more coloration
in a real setup using a fixed pre-equalization filter for the
whole listening area. This was not the case in this study,
because the pre-equalization filter was chosen adaptive for
the different listener positions in order to investigate only
the effect of the additional wave fronts.

For further studies it could be interesting how the per-
ception of focused sources behaves for WFS with multi-
actuator panels [29]. These panels lead to a more chaotic
distribution of the additional wave fronts that cause the per-
ceptual artifacts for focused sources. Moreover it would be
beneficial to investigate the perception of focused sources
in other sound field synthesis techniques like near-field
compensated higher order Ambisonics [30] or numerical
methods—for example [31].
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