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Abstract

This paper introduces a binaural model for the localisation and

tracking of a moving sound source’s azimuth in the horizontal

plane. The model uses a nonlinear state space representation of

the sound source dynamics including the current position of the

listener’s head. The state is estimated via an unscented Kalman

Filter by comparing the interaural level and time differences of

the binaural signal with semi-analytically derived localisation

cues from a spherical head model. The localisation performance

of the model is evaluated in combination with two different head

movement approaches based on open- and closed-loop control

strategies. The results show that adaptive strategies outperform

non-adaptive ones and are able to compensate systematic devi-

ations between the spherical head model and human heads.

Index Terms: Binaural localisation, head movements, machine

hearing

1. Introduction

The human auditory system exploits the acoustic properties

of the outer ear including torso, head and pinna for localis-

ing sound sources. Modelling the shape of the human head

as a rigid sphere is a simple geometric approach to approxi-

mate the influence of the outer ear on the Head Related Trans-

fer Functions (HRTFs). It has been shown in the past [1], that

this approach provides insights in to how far the human head

contributes to the localisation capabilities of the auditory sys-

tem. Brungart and Rabinowitz [2] showed that the dependency

of measured Interaural Level Differences (ILDs) and Interau-

ral Time Differences (ITDs) on the distance of nearby sound

sources can be reasonably approximated with a spherical head

model. While the influence of the head shape is well cov-

ered, the effects of the pinna are however completely ignored by

the model. This leads to significant deviations from measured

HRTFs at high frequencies [3, p.100]. The model provides an

analytic connection between the position of the sound source

and the ILD and ITD. Contrary to other approaches [4, 5], no

prior supervised training on measured HRTF datasets is neces-

sary to establish this connection.

The model proposed in this study uses an Unscented

Kalman Filter (UKF) [6] to infer the position of the sound

source from measured ITDs and ILDs. Similar approaches have

already been introduced in previous works, either using Kalman

filtering techniques [7, 8] or particle filters [9]. Additionally,

the effects of translatory movements and head rotations of the

listener on localisation performance using a particle filter have

been investigated in [10]. The results conform with the work

of Wallach [11], indicating that rotational head movements im-

prove azimuth localisation by resolving front-back ambiguities,

which are likely to occur if sound sources are positioned within

the cone of confusion [12]. A probabilistic framework with sim-

ilar capabilities was introduced in [13], though only step-by-

step head rotations were considered in this work. Extensions of

the model [13] include the evaluation of different head-rotation

strategies [14] and the increase of robustness in reverberant and

noisy conditions [15].

This paper introduces a binaural model that is capable of

conducting continuous head movements and analyses in how

far the insufficiencies of the spherical head approximation can

be compensated by considering acoustic scene dynamics and

adaptive head movement strategies.

2. Binaural Model

The model introduced in this work is represented by a generic

nonlinear dynamical system

xk+1 = f(xk, uk) + vk (1)

yk = g(xk) +wk , (2)

where xk and yk denote the hidden state and the observation

vectors at time frame k. The control input uk is used to steer

the head towards the desired orientation. f(·) and g(·) are

nonlinear functions describing the model dynamics and the ob-

servations generated by the spherical head model, respectively.

vk ∼ N (0,Q) and wk ∼ N (0,R) are zero-mean, Gaussian

distributed noise vectors, with covariance matrices Q and R.

Throughout the course of this paper, it is assumed that both Q

and R are either known in advance or can be estimated accord-

ingly.

2.1. Model dynamics

The model dynamics (1) are represented by the 3-dimensional

state vector

xk = [φk φ̇k ψk]
T

(3)

including the source position φk, the angular source velocity φ̇k
and the head orientation ψk (see Fig. 1). The process equations

of the former two can be described by

φk+1 = φk + T φ̇k + vφ,k, vφ,k ∼ N (0, σ2
φ) (4)

φ̇k+1 = φ̇k + vφ̇,k, vφ̇,k ∼ N (0, σ2

φ̇
), (5)

where T denotes the frame length of the Kalman filter in sec-

onds. σ2
φ and σ2

φ̇
are the variances of the noise terms. The
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Figure 1: For this work a right-hand coordinate system is used.

The parameter ϑear measuring the angle between the ears’ po-

sition and the z-axis is omitted for convenience.

process equation of the look direction is represented as

ψk+1 = sat
(

ψk+T ψ̇max sat(uk)
)

+vψ,k, vψ,k ∼ N (0, σ2
ψ),

(6)

where ψ̇max is the maximum angular velocity for the head ro-

tation in radians per second, which is assumed to be constant.

In order to model physical constraints of the maximum head

displacement and restricted control inputs, two saturation func-

tions sat(x) = min(|x|, xmax) · sgn(x) are introduced in

Eq. (6). Hence, the sets of possible angular head positions and

control input values that the system can handle are defined by

H =
{

ψk ∈ R
1
∣

∣

∣ |ψk| ≤ ψmax

}

, (7)

U =
{

uk ∈ R
1
∣

∣

∣
|uk| ≤ umax

}

, (8)

where ψmax is the maximum rotational angle and umax is the

system input limit. Furthermore, it is necessary to restrict the

possible initial values for the look direction of the head within

the range ψ0 ∈ [−ψmax, ψmax] on the frontal hemisphere.

By assuming uncorrelated disturbances affecting the state

variables, the corresponding process noise covariance matrix

can be expressed by

Q =





σ2
φ 0 0
0 σ2

φ̇
0

0 0 σ2
ψ



 . (9)

It is worth noting, that the absolute angular position of the

source and the look direction of the head are circular variables

that lie within the range (−π, π]. This would imply that discon-

tinuities are present in the state space, which would degrade the

estimation results when using a generic UKF. To circumvent

this issue, both quantities are treated as 2π-periodic variables

that are unbounded in R, which can be handled by the spherical

head model that will be presented in Section 2.4.

2.2. Integration of head-movement strategies

The proposed system allows the integration of continuous head

movements through the control input uk. A positive control

input of uk = umax triggers a clockwise head rotation with

maximum angular velocity. Similarly, negative values induce a

counter-clockwise head rotation.

In this work, the influence of continuous head rotations on

the localisation performance is investigated. Two alternative

strategies are proposed, relying on a purely feedforward and an

adaptive feedback paradigm.

2.2.1. Static head position

If the control input is set to uk = 0 ∀ k, the look direction of the

head will remain in its initial position. The static head position

will serve as a baseline for all conducted experiments described

in the following section.

2.2.2. Periodic scanning

The Periodic Scanning (PS) strategy is based on a feedforward

controller

uk = sin
(

2πk
T

Tp

)

, (10)

where Tp denotes the duration of one scan cycle in seconds.

This triggers the head to perform a bidirectional periodic rota-

tion around the initial look direction.

2.2.3. Smooth Posterior Mean

In addition to the previously introduced PS strategy, a second

approach using a closed-loop feedback controller

uk =

[

1−
1

1 + |φk − ψk|

]

· sgn
(

φk − ψk
)

(11)

is introduced and investigated. This approach is called the

Smooth Posterior Mean (SPM) strategy, because the controller

(11) steers the head on a smooth trajectory towards the posterior

mean of the source position φk for each update of the UKF.

2.3. Binaural Front-End

The ILD and the ITD are the two main auditory cues for local-

ising sound sources in the horizontal plane. The auditory front-

end proposed by May et al. [4] is used to estimate the ILDs and

the ITDs of a discrete binaural signal s = [sL sR]
T . The sub-

scripts L and R denote the signals corresponding to the left and

the right ear, respectively. Both ear signals are sampled with a

rate of fs = 1/Ts = 44.1kHz. Each ear signal is then decom-

posed into M = 32 auditory channels using a phase compen-

sated gammatone filterbank. The channel center frequencies fc
are equally distributed on the equivalent rectangular bandwidth

(ERB) scale between 80 Hz and 5kHz. Half-wave rectification

is applied to each frequency channel in order to extract the en-

velope. The ILDs and ITDs are then estimated for each fre-

quency channel independently using non-overlapping, rectan-

gularly windowed time frames with a length of 2048 samples

(T ≈ 46.4ms). The output of the binaural front-end is a vector

b(sk,L, sk,R) =
[

τ1
(

sk,L, sk,R
)

, . . . , τM
(

sk,L, sk,R
)

,

δ1
(

sk,L, sk,R
)

, . . . , δM
(

sk,L, sk,R
)]T

(12)

containing the ITDs τi(·) and the ILDs δi(·) for each frequency

channel i estimated for the k-th time frame. A generic imple-

mentation of the auditory front end used in this study is publicly

available at [16].

2.4. Spherical Head Model

The nonlinear mapping function g(xk) introduced in Eq. (2)

establishes a semi-analytical connection between the state vec-



tor (3) and the expected ILDs and ITDs. This is achieved by

using an analytically derived binaural impulse response r(xk),
which solely depends on the apparent sound source azimuth, as

an input to the auditory front-end described in 2.3. This allows

to express the nonlinear function in the measurement model as

g(xk) = b (rL(xk), rR(xk)) , (13)

where b is given in Eq. (12). The full measurement model

is derived by inserting Eq. (13) into the generic measurement

equation (2). In this paper, the disturbances affecting the mea-

surements are assumed to be uncorrelated. Hence, the corre-

sponding covariance matrix is defined as

R =

(

σ2
τIM 0M

0M σ2
δIM

)

, (14)

where IM is the M ×M identity matrix and 0M is a matrix of

the same dimension containing only zeros. The variances of the

noise affecting the ITDs and ILDs are denoted as σ2
τ and σ2

δ .

2.4.1. Computation of Binaural Impulse Responses

The spherical head model [2, 17] is defined by three parame-

ters, namely the head radius a and the angle pair (φear, ϑear)
describing the position of both ears on the sphere (see Fig. 1).

The time-frequency spectrum of the impulse response for the

left ear rL(φk) is given as its Fourier transform

RL(xk, ω) =
c

4πωa2

∞
∑

ν=0

hν
(

ω
c
d
)

h′
ν

(

ω
c
a
)×

(2ν + 1)Lν
(

sin(ϑear) cos (φk − ψk − φL)
)

,

(15)

where φL = −φR = φear. The impulse response for the right

ear rR(φk) can be generated accordingly. The spherical Han-

kel function of second kind and νth-order [18, sec. 10.1.1] is

denoted by hν(·), while Lν(·) symbolizes the νth-degree Leg-

endre polynomial [18, sec. 8.6.18]. The sound source position

is described in polar coordinates by the distance d and the cur-

rent apparent azimuth angle (φk − ψk). The speed of sound is

denoted by c. The impulse responses for both ears are generated

for each time frame k and truncated to 2048 samples each.

2.4.2. Implementation details

Two practical aspects have to be considered for the implemen-

tation of the spherical head model: First, the series involved

in (15) has to be truncated sensibly with respect to accuracy and

computational efficiency. According to [19, (43)], the series can

be truncated at

N =
⌈πe

2c
aω

⌉

+max

(

0,

⌈

ln

(

0.67848

ǫ

)⌉)

, (16)

where ⌈·⌉ and ǫ denote the ceiling operator and the upper bound

of the truncation error. Secondly, Eq. (15) has to be evaluated

on a regular grid of frequencies f in order to perform an in-

verse discrete Fourier transform, whose result is the discrete

binaural impulse response r{L,R}(φk). However, numerical in-

stabilities are likely to occur, when dividing the two spherical

Hankel functions (especially for high orders). A numerically

stable approach uses a cascade of first- and second-order Infi-

nite Impulse Response (IIR) filters, whose accumulated impulse

response coincides with r{L,R}(φk). The coefficients of these

filters are derived from Eq. (15) using digital filter design meth-

ods. For a detailed description of this approach, the reader is

referred to [20, 21].

Table 1: The table shows the parameters introduced in this pub-

lication and the respective values used for the evaluation of the

binaural model.

Parameter

Description Symbol Value Sec. Ref.

Head rotation limit ψmax 90◦ 2.1

Max. rotation speed ψ̇max 45◦ s−1 2.1

Control input limit umax 1 2.1

Azimuth variance σ2
φ 0.25 2.1

Velocity variance σ2

φ̇
0.01 2.1

Look dir. variance σ2

ψ̇
10−8 2.1

Scan cycle time Tp 1 s 2.2

No. of channels M 32 2.3

Head radius a 8.5 cm 2.4 [17]

Ear’s azimuth angle φear 93.60◦ 2.4 [17]

Ear’s polar angle ϑear 110.67◦ 2.4 [17]

Source distance d 3m 2.4

Speed of sound c 343ms−1 2.4

Truncation error ǫ 10−3 2.4

ITD noise variance σ2
τ 0.01 2.4

ILD noise variance σ2
δ 1 2.4

3. Evaluation

3.1. Evaluation scenarios

The proposed binaural model was evaluated in two single-

source localisation scenarios. In the first scenario, a static sound

source was positioned at five different target azimuth angles:

30◦, 60◦, 90◦, 120◦ and 150◦, covering the whole range of the

cone of confusion [12]. Since the localisation task was not re-

stricted to the frontal plane, the binaural model had to deal with

potential front-back ambiguities. The second evaluation sce-

nario contained a dynamic scene, where the initial source posi-

tions were chosen identically to the first scenario. Additionally,

the scene involved a counter-clockwise, uniform circular move-

ment of the source by 180◦ over the total simulation time. No

additional prior knowledge was provided to the model in either

scenario.

3.2. Experimental setup

For the scenarios described in Sec. 3.1, the ear signals are gen-

erated by convolving the source signal with a suitable HRTF.

Based on the apparent source azimuth (φk − ψk) the HRTF is

reselected for each signal frame k. Scene dynamics are sim-

ulated by cross-fading the HRTFs of subsequent frames. The

binaural simulation tool used for this purpose is publicly avail-

able [22]. For the experiments, parts of the anechoic HRTF

dataset released by Wierstorf et. al [23] are used. The HRTFs

are measured with a Knowles Electronics Manikin for Acous-

tic Research (KEMAR), where the sound source is situated on

a circle of 3m radius in the horizontal plane with an azimuthal

resolution of 1◦.

The target source was speech signals taken from the GRID

corpus [24]. The corpus consists of short utterances spoken

by 34 native English speakers (18 male and 16 female speak-

ers). The evaluation set was comprised of 100 randomly se-

lected utterances from 5 male and 5 female speakers, where

10 utterances were taken per speaker. Speech pauses were

excluded from the evaluation according to the corresponding

alignments provided with the corpus. The individual utterances
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(b) Dynamic scenario.

Figure 2: Circular RMSE of the model using different head rotation strategies in both scenarios.

were replicated to match a total duration of 5 seconds of speech.

All experiments were conducted with identical model param-

eters listed in Tab. 1. State estimation was performed with a

generic UKF [6], using the publicly available EKF/UKF Tool-

box [25]. In all conducted experiments, the initial state was set

to x0 = [0 0 0]T , ensuring that the model is not provided with

any prior knowledge about the source position and velocity. Lo-

calisation performance was measured for each utterance using

the circular root mean square error (RMSE)

cRMSE =

√

√

√

√

1

K

K
∑

k=1

min
l∈Z

(

φ̂k − φk + 2πl
)2

where φ̂k denotes the estimated source position at frame k, φk
is the corresponding ground truth and K is the total number of

frames in one utterance.

3.3. Results and discussion

The achieved localisation performance for both scenarios is

shown in Fig. 2. Each head rotation strategy was evaluated with

all 100 utterances for 5 different (initial) positions of the target

source. The average circular RMSEs depicted in Fig. 2 were

computed as the mean over all utterance-level circular RMSEs

for each experiment.

Fig. 2a shows localisation performance for the static sce-

nario, indicating that controlled head movements yield im-

provements over open-loop controlled and static head positions.

The SPM strategy outperforms both the static case baseline and

the PS approach in all investigated source positions. The im-

provements are statistically significant according to a t-test con-

ducted with p < 0.01. It can be seen that sources positioned

at the rear of the listener decrease localisation performance for

static and open-loop controlled head positions due to occurring

front-back ambiguities. Furthermore, the baseline localisation

error for a source that is positioned at 90◦ is still prominent,

even though front-back ambiguities are not likely to occur in

this case. The resulting error can be explained by systematic

errors of the spherical head model itself, which produces ITDs

and ILDs that do not match the corresponding measurements.

The dynamic scenario yields comparable results to the static

case, as depicted in Fig. 2b. The achieved localisation errors

in all dynamic experiments are generally lower than for static

sources. This can be explained by the fact that both the frontal

and the rear hemisphere of the listener are covered by the mov-

ing sources for all investigated initial positions. This reduces

the probability of occurring front-back ambiguities even if no

head rotations are applied. However, the SPM movement strat-

egy outperforms the PS and the baseline just as well as in the

static scenario. These improvements are likewise statistically

significant.

4. Conclusions and future work

In this study, a binaural model for localisation and tracking of

sound sources, including continuous head rotations, was intro-

duced. Experimental results have shown that closed-loop con-

trolled head movements yield significant improvements in lo-

calisation performance over a pre-determined open-loop control

strategy and no head movements in static and dynamic scenes.

In particular, the investigated closed-loop strategy was able to

reduce the effect of systematic errors of the underlying spheri-

cal head assumption of the model, in comparison with measured

HRTFs from a KEMAR dummy head.

A next step for further investigations is the analysis of er-

rors introduced by the spherical head model in order to improve

robustness for localisation in different acoustic environments.

The integration of sound distance as an additional state param-

eter is a second possibility for further extensions of the model.

Additionally, the assumption of uncorrelated disturbances af-

fecting the underlying state space model used in this study does

not hold for practical applications. Therefore, it is necessary

to further include and evaluate suitable techniques for the esti-

mation of the corresponding covariance matrices describing the

process and measurement noise. Due to the fact that the model

proposed in this study is able to perform continuous head move-

ments, it can also serve as a testbed for comparisons with human

localisation performance assessed in listening tests.
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